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Multiphysics simulation software used on high performance computing (HPC) platforms
is in a phase of transformation because of combined increase in the heterogeneity and com-
plexity of models and hardware platforms. Having separate implementations for different
platforms is not a good option because of maintainability and portability issues. Com-
putational science community has been looking for mechanisms to express code through
abstractions that can be specialized for different platforms. Majority of efforts to date
have either used C++ template meta-programming or have developed domain-specific
languages [1, 2, 3, 4]. In this presentation, we describe a language agnostic methodology
that mimics the behavior of templates as applied in the abstractions described above
through the simple expedient of keeping the human-in-the-loop. Our approach does not
rely upon automatic inferencing, instead it achieves expressibility by decomposing code
snippets into reusable blocks that can be permuted and combined in many different ways.
The human-in-the-loop expresses the combination, and the translator tool converts it into
a source code that can be compiled by the device compilers. The code snippets can be
written in any language, therefore, our tool is language agnostic.
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