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We are interested in the modelling of coupled thermo-hydro-mechanical (THM) problems that 

describe the behaviour of a soil in which a weakly compressible fluid evolves. The soil is 

modelled as a porous medium and the fluid is subjected to various mechanical, thermal and 

hydraulic loadings [1]. This model is used for the evaluation of the THM impact of high-level 

activity radioactive waste exothermicity within a deep geological disposal facility build in a clay-

based host rock. The parallel and scalable solution of the linearized equation system is the 

objective of this work. 

 

Academic work has been carried out on models involving solid mechanics and hydraulics [2] [3] 

or involving THM but with no special concern on linear solvers [4]. In this talk, we shall present 

the definition of a block preconditioner for the fully coupled THM equations based on parameter-

robust preconditioners [5]. A block Gauss-Seidel preconditioner is set up, in which a multigrid 

method is used to precondition each block. The method is implemented in code_aster, the 

massively parallel open source general purpose finite element solver developed at EDF R&D [6].  

 

Numerical results for linear THM tests reflect the good performance of the proposed 

preconditioner that shows to be weakly scalable until more than 2000 cores and more than 1 

billion degrees of freedom. Furthermore, the iteration count of the iterative solver is independent 

of the mesh size and robust parameter-wise.  
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