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The present work aims to improve the HPC performance of open-source codes commonly
employed in the CFD and FEM domain by using GPU-enabled external linear algebra packages.
Specifically, the open-source frameworks OpenFOAM® and Code-Aster will be considered,
respectively, in the domain of computational fluid dynamics and mechanics. These codes have
been widely used by academia and industry and deliver good parallel performance in massively
parallel clusters up to tens of thousands of cores [1,2].

The GPU-enabled linear algebra packages AMGXx by Nvidia [3], PETSc [4], and Chronos [5],
suitable for heterogeneous HPC architectures, will be employed to improve HPC performance
of such frameworks. Performance and portability will be compared on both standard/academic
benchmarks [6] and more industry-relevant use-cases of increasing complexity, by using a
state-of-the-art HPC heterogeneous cluster available to the scientific and industrial community.
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