Code2Vect: an efficient representation and classification technique for heterogeneous data
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ABSTRACT

Nowadays there are many Big Data techniques such as neural networks, regression trees, t-sne [1,2,3] that are widely used to classify data and obtain this data behaviour. One of the newest works on the field was developed by Google [4] in order to codify large texts coming with a representation of a word as a neighbour-weighted vector. Based on this algorithm we present in our work a new classification technique for heterogeneous, non-linear and high-dimensional data.

In this work we develop a mathematical tool that will enable the user to represent a given set of data according to a chosen objective or target. For that purpose we picture a parametric space, figure 1, left, where ideally, each parameter defines an axis. The first problem given this type of conventional representation: usually there will be more parameters/axes that what humans can visualize. We will call the data in this space Inputs, represented by letter y [dy].

The second problem that arises is the comparison of parameters whose nature is completely different. In order to circumvent this issues we aim to build a non-linear mapping operator, W(y) that will enable the connection between the input space and the vector space, depicted in figure 1, right-side, and defined as x [dx].

Moreover, this vector space will be built according to a given output or target, so metrics at this space will be constraint by the output. The operator W(y) is a matrix of dimension [dx x dy ] with non-linear entries depending on y and it is built by enforcing metric constraints that derive from the target or output. Indeed, data appearing in the input space will be ordered and clustered in the representation space according to the metrics defined in the target space. The representation of data according to a requirement will be achieved. In order to illustrate the applications of the algorithm it will be tested for two examples regarding a manufacturing engineering framework, one highly non-linear data as an inputs and a second one regarding the representation of high-dimensional data.
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