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ABSTRACT

A high dimensional Bayesian inverse problem has a low effective dimension when the data are
informative only on a low-dimensional subspace of the input parameter space. Detecting this
subspace is essential for reducing the complexity of the inverse problem. In [1], a methodology to
detect and exploit such a subspace has been proposed. It relies on gradients evaluations of the log-
likelihood function and it allows to certify the approximation error when reducing the dimension
of the problem. In this talk, we address the problem of finding such an informed subspace before
the data is observed. The main idea is to trade optimality for generality: instead of constructing
a data-dependent subspace which satisfies some optimality condition, we seek a data-free subspace
which allows to control the approximation error on average over the data. We also discuss different
sampling strategy that exploit this notion of informed subspace to draw efficiently samples from
the posterior distribution.
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