
A Language and Development Environment for Parallel Particle 

Methods Tobias Nett*, Sven Karol*, Jeronimo Castrillon* and Ivo F. Sbalzarini† †† 
*Chair for Compiler Construction, Center for Advancing Electronics Dresden,

TU Dresden, Dresden, Germany 
[tobias.nett | sven.karol | jeronimo.castrillon]@tu-dresden.de 

† Chair of Scientific Computing for Systems Biology, Faculty 
of Computer Science, TU Dresden, Dresden, Germany 

†† MOSAIC Group, Center for Systems Biology Dresden,  
Max Planck Institute of Molecular Cell Biology and Genetics, Dresden, Germany 

ivos@mpi-cbg.de 

ABSTRACT 

We present the Parallel Particle-Mesh Environment (PPME), a domain-specific language (DSL) and 
development environment for numerical simulations using particles and hybrid particle-mesh 
methods. PPME is the successor of the Parallel Particle-Mesh Language (PPML) [1,2], a Fortran-
based DSL that provides high-level abstractions for the development of distributed-memory particle-
mesh simulations with the parallel particle-mesh library for high-performance computing [3]. The 
abstractions in PPML allow scientific programmers to write more concise and declarative code in 
comparison to hand-coded implementations. Essentially, it frees developers from the burden of 
writing boilerplate code that manages parallelism, synchronization, and data distribution. However, 
PPML has downsides which we address in PPME [4]: The lightweight embedding of PPML into 
Fortran, based on language macros, prevents advanced code analysis and complex compile-time 
computation. This makes debugging PPML programs hard and prohibits domain-specific static code 
optimization. PPME improves this by providing a complete development environment for particle-
based simulations based on state-of-the-art language engineering and compiler construction 
techniques. Our contributions include a novel domain metamodel, which allows us to implement 
analysis and optimization algorithms that are well-suited for particle methods. The model is the basis 
of a formal type system with optional verification of physical dimensions. This enables advanced 
domain-specific correctness checks at compile time at the level of particle abstractions, 
complementing the low-level analysis of the compiler. We further show the optimization capabilities 
of PPME by adopting Herbie [5] for improving the accuracy of floating-point expressions and 
equations. Since PPME is integrated into the meta programming system (MPS) [6], it supports a 
convenient high-level mathematical notation for equations and differential operators. For 
demonstration purposes, we implemented several case studies that simulate discrete and continuous 
models using particle methods in PPME. 
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