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ABSTRACT 

A code of direct numerical simulations has been developed for large-scale fluid-particle 

systems. In order to accelerate the simulations, graphics processing unit (GPU) is used in our 

implementations. The lattice Boltzmann method (LBM) suitable for GPU computing and large-scale 

simulations is used for to compute fluid dynamics. In order to improve the accuracy and the stability, 

the D3Q27 multiple-relaxation-time (MRT) collision operator[1] and a large eddy simulation model 

have been employed . We apply DEM (Discrete Element Method) to compute particle motions. Several 

large-scale simulations are performed by using multiple GPUs on a supercomputer. 

 We demonstrate a large-scale spouted bed simulation with 81,920 solid spherical particles and 

512×512×1536 lattice nodes on 48 GPUs.  Figure 1 shows the snapshots of the spouted bed simulation. 

The left panel shows the particles colored by their initial positions and the right one is the fluid velocity 

profile in the z-direction. As an example of gas-solid flows containing complex shape objects, we have 

conducted a simulation for falling ginkgo leaves with 1024×1024×2048 nodes shown in Fig.2. 
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Fig. 1: A result of a spouted bed 

simulation with 81,920 solid particles. 

Fig. 2: A result of a falling ginkgo leaves simulation 

with 1024×1024×2048 nodes using 128 GPUs. 
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