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The methods of computational fluid dynamics (CFD) are extensively applied in design
and optimization of industrial devices to get more insight into 3D unsteady flows through
fluid or gas passages. Accurate prediction of internal flows still remains a challenging task
despite a lot of work in this area.

The stagnation in the clock-speed of central processing units (CPU) has led to significant
interest in parallel architectures that offer increasing computational power by using many
separate processing units. Modern graphics hardware contains such an architecture in the
form of the graphics processing units (GPU). These platforms make it possible to achieve
speedups of an order of magnitude over a standard CPU in many CFD applications and
are growing in popularity [1].

The GPU employs a parallel architecture so each generation improves on the speed of
previous ones by adding more cores, subject to the limits of space, heat and cost. CPUs,
on the other hand, have traditionally used a serial design with a single core, relying instead
on greater clock speeds and shrinking transistors to drive more powerful processors. While
this approach has been reliable in the past, it is now showing signs of stagnation as the
limit of current manufacturing technology is being reached. Recent CPUs, therefore, tend
to feature two or more cores, but GPUs still enjoy a significant advantage in this area for
the time being.

Explicit time-marching algorithms are the most convenient ones to be ported on to the
GPU. This is because there is no iteration, and the new value of a variable depends only
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on the old time values. Hence, the update of a given variable is done independent of
variables being updated on other threads. There is no recursive relation between the
variables on the threads, since they are all known at the old time step. However, even for
explicit algorithms, a few changes are needed for efficiently implementation of numerical
algorithms on the GPU. These relate to the use of shared memory and the layout of
data structures. Memory coalescing and block size influence the speed achieved. The
data should be organized such that adjacent threads access adjacent nodal data. In
addition, data should be, where possible, copied to shared memory and re-used as much
as possible. Therefore, even explicit algorithm based CFD codes need to be reorganized
to take advantage of the GPU architecture.

Possibilities of the use of graphics processing units (GPU) for the simulation of flows of
viscous compressible and incompressible fluid are discussed. The finite volume method
is applied to solve 3D Euler and Navier–Stokes equations on hybrid and unstructured
meshes [2]. The unstructured hybrid code developed uses an face-based data structure
to give the flexibility to run on meshes composed of a variety of cell types. The non-
linear CFD solver works in an explicit time-marching fashion, based on a Runge–Kutta
stepping procedure. Convergence to a steady state is accelerated by the use of low-Mach
number preconditioning method for low-speed flows. Parallel computation is implemented
using the MPI (clusters) and CUDA technology (GPU). Solution of some fluid dynamics
problems on GPUs is presented. Speed-up of solution on GPUs in according to the solution
on CPU is compared with the use of different meshes and different methods of distribution
of input data into blocks. The results obtained are generally in reasonable agreement with
the available experimental and computational data, although some important sensitivities
are identified and discussed. Capabilities and accuracy of various finite difference schemes,
acceleration efficiency calculations due to parallelization of computational algorithms are
compared.

The computational procedure is used as a part of CFD package LOGOS developed in the
Institute of Theoretical and Mathematical Physics of the Russian Federal Nuclear Center
(Sarov, Russia). LOGOS package is widely used in mechanical engineering and aerospace
applications.
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