The pharmacobotanical experimental studies usually provide data sets with relatively small number of records, but a rather large number of identified properties for each analysed sample of a plant or a tissue. The nature of such data lead them closer to the observational studies [1] rather than designed experiments [2]. It means that correlations and joint probability distributions including all observed properties are better tools than a regression implying a causal relationship.

The attempt to reduce the number of variables, required to describe the data unambiguously, is one of the first steps in the analysis of such sets. Such a procedure is called “the reduction of dimensionality” [3]. The typical approach is to consider the data set in a multi-dimensional space and to involve a geometric interpretation in such categories as clusters, hyper-planes, hyper-surfaces. Two popular methods are the cluster analysis (CA) [4] and the principal component analysis (PCA) [5].

CA is unsupervised technique that reveals the natural groupings existing between sample populations characterized by the values of a set of measures. Various types of the formal metrics are used but the most popular is a technique known as “the nearest neighbourhood” with a classic Euclidean distance. The typical form of the results is the dendrogram diagram. However, the interpretation of such diagram is highly subjective.

PCA is the multivariate method based on a covariance matrix. The method is one example from the set of the projection methods leading from the high-dimensional space containing data set onto a lower-dimensional subspace. PCA is eigenvalue-eigenvector problem. The eigenvectors are identified for the multi-dimensional “cloud” of data set samples and they are ordered according to descending eigenvalues being directly related to variances. The sorted plot of the eigenvalues (known as “scree plot”) is the main tool for selecting the most significance PCA factors explaining the main part of a total variance. Such selection is also highly subjective like in CA problem.
The CA and PCA techniques were used by authors for the pharmacobotanical analysis of phenolic acids [6] and flavonoids [7] in plants of *Melittis melissophyllum* L. (*Lamiaceae*) being old medicinal plant. The plant was considered as a source of raw material for biotechnological engineering. The obtained results, however fruitful and significant, revealed the necessity to identify the regions of confidence (ROC) for eigenvectors and confidence intervals (CI) for eigenvalues. Similar problem with uncertainty assessment was identified for CA.

The lack of information about probability distribution disabled the classic approach. The authors propose to analyse the uncertainty of the results by a bootstrap method [8] being a resampling kind of Monte Carlo approach. The method allows to obtain a full distribution of considered variable. The robustness of CA and PCA is analysed by a systematic deletion of a data subset and observing changes of the results.
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