FIREDRAKE, A TOOLCHAIN FOR PERFORMANCE-PORTABLE AUTOMATED FINITE ELEMENT SIMULATION.
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Here we present Firedrake, a Python toolkit for the automatic generation of simulation software using the finite element method. Firedrake brings together UFL\cite{1}, a user-friendly high-level mathematical language for the finite element method, PyOP2\cite{5}, an abstraction for mesh-based parallel computing, FFC\cite{4}, an automated compiler for finite element operators, and PETSc\cite{2}, the state-of-the-art parallel solver library. Together, these deliver a multilayered abstraction of the process of numerical simulation.

This approach enables the composition of expertise across diverse domains: application scientists and engineers, numerical analysts, compiler experts, and parallel performance experts can apply their knowledge to the layers of the simulation task in which they specialise, without having to become experts in all of the other aspects. The result is a system which can solve a vast range of partial differential equations using diverse finite element spaces, exploiting hybrid MPI/OpenMP/vectorised parallelisation when executing on CPUs, while switching to CUDA or OpenCL when execution on a GPU is requested.

The finite element method is a particularly powerful technique for the calculation of approximate numerical solutions to partial differential equations which describe key processes in science and engineering. A key advantage of the finite element method over other approaches is that the numerical discretisation can be fully specified in succinct and expressive mathematical notation, completely independently of the low-level implementation of the method. This feature of the method was exploited by the FEniCS project\cite{4} to create a finite element simulation environment in which succinct, mathematical expressions are automatically transformed into executing finite element simulations.
Firedrake adopts the same high-level UFL abstraction as FEniCS, but has a substantially different implementation pathway underneath. This demonstrates that the UFL abstraction is indeed implementation independent, and has the potential to become a widely adopted language for the representation of finite element problems. Indeed, Firedrake is sufficiently faithful to the FEniCS interface that Dolfin-adjoint, which enables the automatic execution of highly efficient adjoints to FEniCS simulations[3], works essentially unmodified with Firedrake.

However, Firedrake is not a FEniCS clone: by changing the underlying implementation, Firedrake can employ new performance optimisations in vectorisation and common subexpression elimination, it can support new element topologies such as wedges, which are critical in applications such as weather and climate, and it supports parallelisation features, such as GPU support and support for DG methods in MPI parallel, which are unavailable in FEniCS.

In this presentation, we will lay out the core structure and abstractions of the Firedrake system, and demonstrate its capacity to produce performant implementations of challenging finite element problems. We will demonstrate the performance portability of the system and, presentation time permitting, its capacity to solve adjoint as well as forward problems.
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