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Abstract. In this study, the ensemble transform Kalman filter, a sequential advanced data assimilation method, is employed to estimate the angle of attack, the Mach number, and the turbulent viscosity corresponding with the experimental pressure coefficients of the transonic flow around the ONERA M6 wing. As the result, the computation with the angle of attack, the Mach number, and the turbulent viscosity estimated by the ETKF improves discrepancies between original computations and the experiment. This result suggests that data assimilation is effective to estimate proper turbulent flow conditions by combining computational data and experimental data with data assimilation.

1 INTRODUCTION

Experimental fluid dynamics (EFD) and computational fluid dynamics (CFD) are major tools for aerodynamic designs in the field of aeronautical engineering. In the aeronautical engineering, EFD employs a wind tunnel facility and CFD employs a high-speed computer such as a supercomputer. However, as wind tunnel experiments and computers are just facilities on the ground, EFD and CFD have many uncertainty factors to represent flows around flying aircrafts or space crafts. Figure 1 shows uncertainty factors of EFD and CFD. These uncertainty factors become obstacles to estimate accurate aerodynamic characteristics when flow fields are complicated.

An example of the uncertainty factors is an angle of attack. The angle of attack is one of boundary conditions. In most cases, angle of attacks of experiments are corrected to eliminate wind tunnel wall interference, and corrections are conducted with empirical formulae. However, different empirical formulas are employed for each wind tunnel test case, therefore, there is a possibility that sufficient corrections are not employed to obtain proper angle of attacks. Moreover, angle of attacks of computations are not necessarily correspond to corrected angle of attacks of experiments. Another example of the uncertainty factors is a turbulence model. The turbulence model is a computational method to represent turbulent flows efficiently. To date, several turbulence models have been proposed, and the effectiveness have been shown. However, turbulence models predict different turbulent flows for complex turbulent flows, and then the choice of the turbulence model has significant
effects on computational results.

Figure 1: Example of uncertainty factors of EFD and CFD

Recently, understanding of complex turbulent flows becomes increasingly important as a means of designing of high-efficiency aircrafts and space crafts. However, current experimental and computational approaches have difficulties in representing complex turbulent flows. The one of reasons arises from uncertainty factors of EFD and CFD. However, uncertainty quantifications for flow analysis have not been conducted sufficiently, because flow analysis is a kind of extreme large scale and non-linearly problems. Therefore, an approach with considering the uncertainty factors will be an important tool to represent complex turbulent flows.

The Kalman filter [1] is well known as one of approaches with considering uncertainties of measured data and computational data. The Kalman filter is based on the Bayesian estimation, uncertainties of measured data and computational data are employed to obtain realistic data. However, the Kalman filter is not applied to analysis of fluid. The major problem is that CFD employs a strong nonlinear system model, the Navier–Stokes equations, to analyze fluid problems.

Here, there is the data assimilation methodology [2,3] in the field of earth science. Data assimilation has been widely used to estimate initial and boundary conditions for numerical weather predictions. In the numerical weather predictions, the Navier–Stokes equations is employed as the system model, as well as in the field of aeronautical designs. Hence, data assimilation methodology can be applied to analyze fluid problems in the field of aeronautical engineering. In addition, data assimilation can represent realistic data combining measured data and computational data. As current experimental and computational approaches cannot represent complex turbulent flows sufficiently, realistic complex turbulent flows represented by data assimilation can contribute for aerodynamic designs as a new information.

In this study, an advanced sequential data assimilation technique, the ensemble transform Kalman filter (ETKF) [4], is applied to obtain realistic flow field combining measured data and computational data, and the effectiveness is investigated. To show the effectiveness suggests that data assimilation becomes an important tool in the field of engineering.

The rest of the paper is organized as follows. Section II describes the problem setting. Section III describes the method. Then, the data assimilation procedure is shown in Section IV. Section V presents the results. Finally, the conclusions are given in Section VI.
2 PROBLEM SETTING

2.1 Flow conditions

In this study, a transonic flow around the ONERA M6 wing was employed for data assimilation. The flow conditions are the Reynolds number of 11.7 million, the Mach number of 0.8395, and an angle of attack of 6.06 degree. In the flow condition, there is a discrepancy between measured data and computational data as shown in Fig. 2. Figure 2 shows a comparison of pressure coefficients around on the wing tip between the experimental data and computed results. In the computations, the Spalart–Allmaras turbulence model (SA) [5] and the Menter SST turbulence model (SST) [6] were employed with the CFL number of 50. The comparisons were conducted at the spanwise distances of z/b = 0.95 and 0.99 (b: wing span length).

![Figure 2: Comparison of pressure coefficients on the wing surface](image)

2.2 Role of data assimilation

This study focuses on an angle of attack, the Mach number, and a turbulence model as uncertainty factors of CFD. In addition, uncertainties of measurement data are not considered. Thus, data assimilation aims to correct original computational data to fit better with the flow corresponding with the measurement data. This enables to avoid discussions about whether reconstructed data by data assimilation under both uncertainty of measurement data and computational data is proper or not. In addition, the reconstructed data corresponding with the measurement data becomes an important indicator to show an effectiveness of data assimilation. This can be effective to show easily the effectiveness of data assimilation. Furthermore, this study does not investigate which turbulence model is best. This study investigates the best turbulent viscosity, which is determined by eddy viscosity type turbulence models. The best turbulent viscosity estimated by data assimilation will be helpful to design the next best eddy viscosity type turbulence model.
3 METHOD

3.1 System model

In this study, a CFD code called the fast aerodynamic routine (FaSTAR) [7] developed in Japan Aerospace Exploration Agency (JAXA) was employed to obtain computational data. The computation was performed with the CFL number of 50, and Table 1 shows the representative computational schemes employed in this study.

<table>
<thead>
<tr>
<th>Method</th>
<th>Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Inviscid flux</td>
<td>HLLEW [8]</td>
</tr>
<tr>
<td>Gradient</td>
<td>GLSQ [9]</td>
</tr>
<tr>
<td>Limiter</td>
<td>Hishida’s limiter</td>
</tr>
<tr>
<td>Viscous flux</td>
<td>Cell gradient</td>
</tr>
<tr>
<td>Time integration</td>
<td>GMRES</td>
</tr>
</tbody>
</table>

Table 1: Computational methods employed in this study

Figure 3 shows the computational grid employed in this study. The number of nodes of the computational grid was 678053, and the minimum grid spacing was 1.d-5 (the representative length of the computational grid was set to be 1 at the mean line of the wing). The effect of minimum grid spacing on the computational result was investigated before starting this study.

![Figure 3: Computational grid employed in this study](image)

Next, state variables in the system model were modified to estimate an angle of attack, the Mach number, and turbulent viscosity. In a computation with an eddy viscosity turbulence model, original state variables consist of density $\rho$, velocity components $u, v, w$, pressure $p$, and state variables, which are required in an eddy viscosity turbulence model. When the Spalart–Allmaras turbulence model that uses $\tilde{\nu}$ as variables is employed as a turbulence model, the state variables are expressed in Eq. (1). Turbulent viscosity is calculated secondarily from the state variables.

$$x_t = (\rho \ u \ v \ w \ p \ \tilde{\nu})^T, \quad (1)$$

where $x$ shows the state vector in the system model, subscript $t$ represents the index of time steps, and superscript $T$ represents the transposed matrix.

Here, in this study, turbulent viscosity is directly estimated by the ETKF. Therefore,
variables of a turbulence model are not required for the state variables, and the variables of the turbulence model are replaced by turbulent viscosity as in Eq. (2).
\[
x_t = (\rho ~ u ~ v ~ w ~ p ~ \mu_t)^T, \tag{2}
\]

In addition, an angle of attack \( \alpha \) and the Mach number \( M \) are estimated by data assimilation along with turbulent viscosity. Therefore, an angle of attack and the Mach number are added to the state variables as in Eq. (3).
\[
x_t = (\rho ~ u ~ v ~ w ~ p ~ \mu_t ~ \alpha ~ M)^T. \tag{3}
\]

3.2 Experimental data

In this study, surface pressures on the wing were employed as experimental data. The experimental pressure coefficients on the wing surface from the wind tunnel experiment have been released on the research paper [10]. The number of experimental data available in [10] was 281.

In this study, since the pressure was utilized as experimental data, the pressure coefficients were converted to the non-dimensional pressure using Eq. (4).
\[
C_p = \frac{(p - 1)}{\frac{1}{2} \gamma M^2}, \tag{4}
\]

where \( p \) is the non-dimensional pressure, \( C_p \) is the pressure coefficient, \( \gamma \) is the specific heat ratio of 1.4, and \( M \) is the Mach number of 0.8395.

In addition, the experimental data far from the computational grid points were not employed for data assimilation. The experimental data not employed for data assimilation were employed to investigate the data assimilation result. Finally, the number of experimental data employed for data assimilation was 159. The measurement was conducted at seven wing sections in Table 2. Figure 4 shows positions to measure pressure coefficients on the wing surface.

### Table 2: Spanwise locations for measurement

<table>
<thead>
<tr>
<th>Section</th>
<th>z/b (b: wing span length)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2</td>
</tr>
<tr>
<td>2</td>
<td>0.44</td>
</tr>
<tr>
<td>3</td>
<td>0.65</td>
</tr>
<tr>
<td>4</td>
<td>0.8</td>
</tr>
<tr>
<td>5</td>
<td>0.9</td>
</tr>
<tr>
<td>6</td>
<td>0.95</td>
</tr>
<tr>
<td>7</td>
<td>0.99</td>
</tr>
</tbody>
</table>
3.3 ETKF

The ETKF is a sequential data assimilation method. The mathematical backgrounds of these methods are based on the minimum error variance assumption as the Kalman filter. In the ETKF, the filtered mean and variance that appear in the Kalman filter are replaced by obtaining a set of ensemble members. The mean matrix of ensemble members $\bar{X}_t$ and the variance-covariance matrix of ensemble members $\mathcal{V}_t$ can be represented as follows:

$$\bar{X}_t = \frac{1}{N} X_t 1_{N \times N}$$  \hspace{1cm} (5)

$$\delta X_t = X_t - \bar{X}_t$$  \hspace{1cm} (6)

$$\mathcal{V}_t = \frac{1}{N-1} \delta X_t (\delta X_t)^T$$  \hspace{1cm} (7)

where $N$ is the number of ensemble members, $X_t$ is the $N$-dimensional matrix of state variables $x_t$ of ensemble members as follows:

$$x_t = (x^{(1)}_t \quad x^{(2)}_t \quad \ldots \quad x^{(N)}_t)$$  \hspace{1cm} (8)

In addition, $1_{N \times N}$ represents the $N \times N$ matrix of which the elements are 1.

$$1_{N \times N} = \begin{pmatrix} 1 & 1 & \ldots & 1 \\ 1 & 1 & \ddots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 1 & \ldots & \ldots & 1 \end{pmatrix}$$  \hspace{1cm} (9)

In the above equations, superscripts $(1)$, $(2)$, $\ldots$, $(N)$ represent the indexes of ensemble members, $N$ is the number of ensemble members, and superscript $T$ represents the transposed matrix.

The variables of the ETKF are shown as follows:
\[ W_t = (w_t^{(1)} \ w_t^{(2)} \ \cdots \ w_t^{(N)}) \]  
\[ \hat{R}_t = \frac{1}{N-1} W_t W_t^T \]
\[ Y_t = (y_t^{(1)} \ y_t^{(2)} \ \cdots \ y_t^{(N)}) \]
\[ H_t = \begin{pmatrix} 1 \\ 1 \\ 1 \end{pmatrix} \]

where \( W_t \) represents the \( N \)-dimensional matrix of experimental noise of ensemble members \( w_t^{(i)} (i = 1, \cdots, N) \), \( \hat{R}_t \) represents the variance-covariance matrix of experimental noise, \( Y_t \) represents the \( N \)-dimensional matrix of experimental values of ensemble members \( y_t^{(i)} (i = 1, \cdots, N) \), and \( H_t \) represents the observation matrix of \( l \times k \) dimension (\( l \): number of experimental data, \( k \): number of state variables) used to extract state variables at measurement locations from \( X_t \). \( y_t \) consists of 159 wing surface pressures and is same for each ensemble member. The procedure of the ETKF is expressed as follows:

\[ I + \delta X_t^T H_t^{-1}[(N - 1) \hat{R}_t]^{-1} H_t \delta X_t = Z \Sigma Z^T \]  
\[ \hat{R}_t = \delta X_t Z \Sigma^{-2} Z^T \delta X_t^T H_t^{-1}[(N - 1) \hat{R}_t]^{-1} \]
\[ T = Z \Sigma^{-1/2} Z^T \]
\[ \hat{X}_t = \bar{X}_t + \hat{R}_t (Y_t - H_t \bar{X}_t) \]
\[ \delta X_t = \delta X_t T \]
\[ X_t = \bar{X}_t + \delta X_t \]

where \( \hat{R}_t \) represents the Kalman gain, and \( I \) in Eq. (14) represents the unit matrix. Superscripts \(-1\) in Eqs. (14) and (15) indicate the inverse matrix and superscript \(-1/2\) in Eq. (16) shows the square root of the inverse matrix. The singular value decomposition method was employed to calculate the inverse matrix and Eq. (14).

The angle of attack, the Mach number, and turbulent viscosity of each ensemble member are filtered by using the 159 wing surface pressures and the computational results of ensemble members through Eqs. (14) – (19).

### 4 DATA ASSIMILATION PROCEDURE

The procedure of the ETKF are summarized as follows:
1. Determine initial ensemble members \( \{x^{(i)}_0\}_{i=1}^N \) and \( t^* \leftarrow 1 \). (See subsection 1 for more details.)

2. At \( t^* \)
   (Prediction step)
   A) Calculate \( x^{(i)}_t = f_t(x^{(i)}_{t-1}) \) for each ensemble member. (See subsection 2 for more details.)
   (Filtering step)
   B) Generate experimental noise \( \{w^{(i)}_t\}_{i=1}^N \).
   C) Calculate Eqs. (14) – (19) for the ETKF.
   (Post-processing)
   D) Modify negative turbulent viscosity filtered by the ETKF. (See subsection 3 for more details.)

3. Set \( t^* \leftarrow t^* + 1 \) and repeat step 2.

4. Calculate \( \tilde{x}_t = f_t(\tilde{x}_{t-1}) \). (See subsection 4 for more details.)

where \( t^* \) shows the number of executions of data assimilation. The experimental noise of ensemble members were set to be normal random number of \( N(0,1.d-4) \), and the execution of the ETKF was repeated 45 times.

### 4.1 Setting of a set of ensemble members

The ETKF requires variation of state variables of ensemble members. This variation means uncertainty of computations. Several methods to realize the variation are available, such as assigning different boundary conditions or different initial conditions to each ensemble member. In this study, different angle of attack, different Mach number, and different values of Karman constant \( \kappa \), which is a common constant of 0.41 between the SA model and the SST model, were assigned to computational conditions of ensemble members. Table 3 shows the computational conditions assigned to ensemble members. The number of ensemble members was set to 40, and the assigned values were determined equally from the ranges shown in Table 3 by the Latin hypercube sampling method [11]. The computations to obtain a set of ensemble members were conducted with the SA model and numerical schemes as shown in Table 1. As computational conditions were different in each ensemble member, each computed result was different.

**Table 3:** Computational conditions assigned to ensemble members

<table>
<thead>
<tr>
<th>Computational condition</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Angle of attack [°]</td>
<td>5.57 – 6.55</td>
</tr>
<tr>
<td>Mach number</td>
<td>0.791 – 0.890</td>
</tr>
<tr>
<td>Karman constant</td>
<td>0.213 – 0.605</td>
</tr>
</tbody>
</table>

### 4.2 Prediction step

As described in section 3.1, the FaSTAR was employed as the system model of the prediction step. Here, the procedure of the prediction step had a difference between before
and after the first filtering step.

Before the first filtering step, all state variables defined in Eq. (3) were computed by the FaSTAR. Then the state variables defined in Eq. (3) of ensemble members were filtered through the filtering step.

After the first filtering step, the density, velocity components, and pressure filtered by the ETKF were computed in the prediction step. On the other hand, the angle of attack, Mach number, and turbulent viscosity filtered by the ETKF were fixed during the prediction step after the first filtering step.

The difference of the procedure of the prediction step between before and after the first filtering step arose from the following two concerns.

The first was that there was no guarantee whether the angle of attack, the Mach number, and turbulent viscosity filtered by only one-time data assimilation are best or not. Therefore, the several-time filtering steps were required to obtain better data assimilation result, and the prediction step was required to propagate the angle of attack, the Mach number, and turbulent viscosity filtered by the ETKF to the computational data.

The second was that the filtered primitive variables of the Navier–Stokes equations—density, velocity components, and pressure—were not suitable to satisfy the conservation law. Therefore, after the filtering step, the density, velocity components, and pressure were recomputed by the FaSTAR. This prediction step modified the filtered primitive variables so as to satisfy the conservation law.

The prediction step was conducted with the calculation steps of 400 and the CFL number of 50.

4.3 Post-processing Prediction step

The post-processing was required to avoid numerical divergence. Although the filtering step yielded realistic data combining experimental data and computational data, the filtering step had a potentially detrimental effect on the prediction step. Especially in this study, negative turbulent viscosity obtained through the filtering step caused the numerical divergence in the prediction step. To resolve the negative effect of the filtering step to the prediction step, several approaches are available [12]. In this study, as a simple way, the filtered turbulent viscosity less than 1.d-5 were replaced by the absolute value.

4.4 Re-calculation

After the angle of attack, the Mach number, and the turbulent viscosity of each ensemble member were filtered by the ETKF, the mean of the filtered flows was recalculated until the mean of the filtered flows converged. In the recalculation, the ensemble means of the filtered angle of attacks, the filtered Mach numbers, and the filtered turbulent viscosity were fixed. The recalculation was conducted with the CFL number of 50.

5 RESULTS AND DISCUSSIONS

5.1 Comparison of pressure coefficients on the wing surface

Before evaluating the estimated angle of attack, the estimated Mach number, and the estimated turbulent viscosity, the computed pressure coefficient with the estimated angle of
attack, the estimated Mach number, and the estimated turbulent viscosity are compared with the experiment. Figure 5 shows a comparison of pressure coefficients on the wing surface at the seven wing sections shown in Table 2.

![Figure 5: Comparison of pressure coefficients at the seven wing sections](image)

In the figure at each section, the black square shows the original experimental data, the red square shows the experimental data employed for the ETKF. In addition, the black dash and the black dash dot lines show the computed pressure coefficients with the original angle of attack, the Mach number, and turbulence models of the SA model and the Menter SST model, and the red line shows the computed pressure coefficient with the estimated angle of attack, the estimated Mach number, and the estimated turbulent viscosity by the ETKF. Slight differences of locations between original experimental data and experimental data employed...
for the ETKF in each figure show differences between computational grid points and measurement locations.

The comparison shows that the pressure coefficients of the ETKF agree better with the experiment at all sections than those of the SA and SST models. We see that the ETKF estimates the experimental pressure coefficients around the wing tip where there are major differences between the original computations and the experiment more properly than the original computations. These observations suggest that the ETKF can estimate the more proper angle of attack, the more proper Mach number, and the more proper turbulent viscosity than the originals.

5.2 Comparison of angle of attacks

Figure 6 shows histograms of the initial angle of attacks before data assimilation and of the angle of attacks filtered by the ETKF. The initial angle of attacks were set to be distributed equally in the range from 5.57° to 6.55° as shown in section 4.1. In addition, Table 4 shows means and standard deviations of the initial angle of attacks and of the angle of attacks filtered by the ETKF.

![Histograms of the angle of attacks](image)

(a) Initial (before the estimation)  (b) ETKF (after the estimation)

**Figure 6**: Histograms of the angle of attacks between before and after the ETKF

<table>
<thead>
<tr>
<th>Mean of the angle of attacks [°]</th>
<th>Standard deviation of the angle of attacks [°²]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>ETKF</td>
</tr>
<tr>
<td>Initial</td>
<td>ETKF</td>
</tr>
<tr>
<td>6.06</td>
<td>5.43</td>
</tr>
<tr>
<td>2.94d-01</td>
<td>1.93d-02</td>
</tr>
</tbody>
</table>

The comparison of angle of attacks between before and after the ETKF shows that (1) angle of attacks filtered by the ETKF converge to the smaller range from the initial range and (2) the ETKF estimates smaller angle of attack than the original angle of attack of 6.06°. The difference between the original angle of attack and the estimated angle of attack by the ETKF suggests that the original correction for the angle of attack of experiment is not sufficient to eliminate wind tunnel wall interference.
5.3 Comparison of the Mach numbers

Figure 7 shows histograms of the initial Mach numbers before data assimilation and the Mach numbers filtered by the ETKF. The initial Mach numbers were set to be distributed equally in the range from 0.79 to 0.89 as shown in section 4.1. In addition, Table 5 shows means and standard deviations of the initial Mach numbers and the filtered Mach numbers by the ETKF.

![Histograms of the Mach numbers between before and after the ETKF](image)

(a) Initial (before the estimation)  
(b) ETKF (after the estimation)

**Figure 7: Histograms of the Mach numbers between before and after the ETKF**

<table>
<thead>
<tr>
<th>Mean of the Mach numbers</th>
<th>Standard deviation of the Mach numbers</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial</td>
<td>ETKF</td>
</tr>
<tr>
<td></td>
<td>Initial</td>
</tr>
<tr>
<td>0.8395</td>
<td>0.8369</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Mean and standard deviation of the Mach numbers between before and after the ETKF

Figure 7 shows that the Mach numbers filtered by the ETKF converge to the smaller range from the initial larger range, as well as the filtered angle of attacks. Table 5 shows that the ETKF estimates almost the same Mach number as the original Mach number of 0.8395. In addition, the comparison between the filtered angle of attacks and the filtered Mach numbers shows that the filtered angle of attacks are distributed in the wider range than that of the filtered Mach numbers. This suggests that the angle of attack has less effect on the flow field than the Mach number.

5.4 Comparison of turbulent viscosity

Figure 8 shows a comparison of turbulent viscosity. In Fig. 8, (a) SA model and (b) SST model show the computed turbulent viscosity by the turbulence models, and (c) ETKF shows the mean of the filtered turbulent viscosity of ensemble members by the ETKF. And, the computations of SA and SST model were conducted with the original angle of attack of 6.06° and the original Mach number of 0.8395, the computation of ETKF was conducted with the estimated angle of attack of 5.43° and the Mach number of 0.8369. These figures are viewed from upstream side.
Figure 8: Comparison of turbulent viscosity.

It is confirmed from Fig. 8 that (1) the ETKF estimates the larger turbulent viscosity around the wing tip than those computed by the SA and SST models and (2) the ETKF estimates the larger turbulent viscosity at the center area of the wing than those computed by the SA and SST models. These observations suggest that the difference of turbulent viscosity between the two turbulence models and the ETKF at the two locations, the central area of the wing and the wing tip, has a large impact to represent the flow corresponding with the experimental pressure coefficient.

6 CONCLUSIONS

In this study, the ETKF was employed to estimate the angle of attack, the Mach number, and the turbulent viscosity corresponding with the experimental pressure coefficients of the transonic flow around the ONERA M6 wing. For the estimation, the 159 wing surface pressures from the AGARD advisory report and the fast aerodynamic routines, which is a CFD solver developed in Japan Aerospace Exploration Agency, were employed. As the results, the ETKF estimates (1) the lower angle of attack than the original, (2) almost the same Mach number as the original, and (3) stronger turbulent viscosity around the wing tip and around the center area of the wing than those computed by the SA model and the SST model. In addition, the computed result with the angle of attack, the Mach number, and the turbulent viscosity estimated by the ETKF showed the better agreement with the experimental pressure coefficients on the wing surface than the original computations. Therefore, it was found that the angle of attack, the Mach number and the turbulent viscosity estimated by the ETKF were more proper than the originals and those computed by the SA model and the SST model.

This study suggested that the ETKF estimated the proper angle of attack, the proper Mach
number, and the proper turbulent viscosity based on the experimental surface pressures. In the future, the proper angle of attack and the proper Mach number estimated by data assimilation can yield useful suggestions to set proper computational boundary conditions that to date have been set empirically. In addition, the proper turbulent viscosity estimated by data assimilation will contribute to design the next best eddy viscosity type turbulence model, because current computational and experimental approaches have difficulties in representing turbulent viscosity in complex turbulent flows.
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