
11th World Congress on Computational Mechanics (WCCM XI)
5th European Conference on Computational Mechanics (ECCM V)

6th European Conference on Computational Fluid Dynamics (ECFD VI)
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Abstract. The present work first submits to investigation the non-Oberbeck-Boussinesq
(NOB) effects in a tall water-filled differentially heated cavity by means of direct numerical
simulations. The results reveal that if NOB effects are considered, the flow is no longer
symmetric as the transition point moves downstream on the hot wall and upstream on the
cold wall. Afterwards, the assessment of the large eddy simulation models is performed
in order to test their capabilities for not only capturing the complex phenomena like
transition to turbulence, turbulent mixing, and interaction between the boundary layers,
but also for reproducing the NOB effects. The performance of different subgrid-scale
models is assessed.

1 INTRODUCTION

The canonical differentially heated cavity (DHC) flow has been extensively studied in
the literature due to its potential to model many applications of academic and industrial
interest. The vast majority of the conducted studies are related with air-filled cavities
(Prandtl number Pr ≈ 0.7) considering the so-called Oberbeck-Boussinesq (OB) approx-
imation (see, for instance [1, 2]). If the cavity is water-filled, obtaining solutions gets
more complicated as the boundary layer becomes thinner [3], thus requiring finer grids to
capture the smallest scales of the turbulent flow. Moreover, for water-filled cavities under
practical working conditions, the OB approximation is questionable [4] as a consequence
of important variations in the thermophysical properties, especially in the viscosity. Re-
garding the numerical studies on water filled cavities, Le Quéré’s work [5] can be cited. He
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studied a water-filled DHC of aspect ratio 10 on a 2D domain considering OB assumption.
More recently, the non-Oberbeck-Boussinesq (NOB) effects in a tall water-filled DHC on
a 2D domain at a wide range of temperature differences were studied [6] by means of
direct numerical simulations (DNS). In that investigation, a substantially different flow
configuration was observed beyond a temperature difference of 30 ◦C, where NOB effects
were found to be relevant.

The objective of the present investigation is twofold. First, by means of 3D DNS, the
NOB effects are submitted to study in order to check the adequacy of the conclusions
obtained by means of 2D hypothesis for a similar flow configuration [6]. To that end,
two DNS studies of the turbulent natural convection in a DHC of aspect ratio 10 at
Ra = 3× 1011 and Pr = 3.41 (corresponding to water at 50 ◦C) are carried out, one with
OB approximation, the other considering NOB effects, for a temperature difference of
∆T = 80 ◦C between the isothermal confining walls. Second, the assessment of different
subgrid-scale (SGS) models is carried out for the configuration under study. To do this,
the results obtained with the models are compared to those obtained by means of DNS
for both OB and NOB hypotheses.

2 CASE DEFINITION

The turbulent natural convection submitted to study for a DHC element of height H,
width W , and depth D is shown in Figure 1. The present configuration yields a height
aspect ratio, Γ = H/D, of 10. The depth aspect ratio, Γd = D/W , is one half. The cavity
is heated and cooled by means of vertical isothermal confining walls. To that end, the wall
temperatures are set to Th = 90 ◦C and Tc = 10 ◦C as shown in Figure 1. The top and
bottom walls are adiabatic. No-slip condition is adopted in these horizontal and vertical
confining walls, while in the depth direction periodic boundary condition is imposed.

The cavity height based Rayleigh number (Ra = |g|β(Th − Tc)H
3Pr/ν2) is 3 × 1011,

and the Prandtl number (Pr = ν/α) is 3.41, where g is the gravity acceleration, β is the
thermal expansion coefficient, ν is the kinematic viscosity, α is the thermal diffusivity (α =
k/ρCp), k is the thermal conductivity, and Cp is the specific heat. The thermophysical
properties of water are calculated at the mean temperature of Tm = (Th+Tc)/2 = 50 ◦C.

3 MATHEMATICAL AND NUMERICAL MODEL FOR DNS

It is common to use the OB approximation in buoyancy driven flows, especially if the
range of temperature differences is relatively low. This approach considers constant ther-
mophysical properties except for the density in the buoyancy term, which is approximated
as a linear function of temperature. Assuming the OB approximation, the governing equa-
tions read:

∇ · u = 0, (1)

∂tu+ C(u,u) = νm∆u−∇p− βm(T − Tm)g,

∂tT + C(u, T ) = αm∆T,
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Deniz Kizildag, Ivette Rodŕıguez, F. Xavier Trias and Assensi Oliva

g

W

H

Hot wall Cold wall

Adiabatic

Adiabatic

D

y

x

z

Tc=10ºCTh=90ºC

Figure 1: Geometry of the case submitted to study

where u denotes the velocity field, p is the kinematic pressure, and the convective term is
given by C(u,v) = (u ·∇)v. The subscript m denotes that the thermophysical properties
are evaluated at the mean temperature Tm. As the NOB effects are considered, the
governing equations for incompressible flows can take the following form:

∇ · u = 0, (2)

∂tu+ C(u,u) = 2ρ−1
m ∇ · (µS(u))−∇p+ (1− ρ/ρm)g,

∂tT + C(u, T ) = (ρmCp,m)
−1∇ · (k∇T ),

where S(u) = 1/2(∇u + ∇uT ). The dynamic viscosity, µ, and k are temperature de-
pendant whereas Cp,m and ρm are evaluated at the mean temperature. The differential
operators have been discretized by means of a symmetry-preserving discretization [7].
The discretization of the viscous dissipation term, 2∇ · (µS(u)), with spatially varying
dynamic viscosity can be difficult especially for high-order staggered formulations. To
circumvent this problem, the following form for the viscous term

2∇ · (µS(u)) = ∇ · (µ∇u) +∇(∇ · (µu))− C(u,∇µ), (3)

has been derived [8]. From a numerical point-of-view, the most remarkable property is
that it can be straightforwardly implemented by simply re-using operators. Moreover, for
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Figure 2: Representative instantaneous temperature isotherms for OB (left) and NOB (right) using
DNS.

constant viscosity, formulations constructed via Eq.(3) become identical to the original
formulation since the last two terms in the right-hand-side exactly vanish.

Governing equations are discretized by means of a finite volume fully conservative
fourth-order scheme for spatial discretization [7] and a second order explicit scheme for
time integration [9]. The pressure-velocity linkage is solved by means of an explicit finite
volume fractional step procedure. The generated domain is periodic in the z−direction.
Therefore, the system of equations is reduced to a set of 2D systems by means of a Fourier
diagonalization method. These systems are solved using a Direct Schur complement-based
domain Decomposition method in conjunction with a Fast Fourier Transform [10].

4 NUMERICAL METHODS FOR LES

LES are carried out by using the Termofluids code [11], which is a parallel unstructured
object oriented code. The numerical methods are essentially the same as the ones detailed
for DNS, except for using second-order conservative schemes on collocated meshes in the
discretization of the governing equations for OB and NOB approximation. This kind of
schemes ensure both stability and conservation of the global kinetic-energy balance on
any grid, thus constituting a convenient starting point for LES-like simulations [7].

In the present work, the assessment of different SGS models is performed: the wall-
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adapting large-eddy model (WALE) [12], the QR model [13], and the WALE model within
a variational multiscale framework [14]. For the details of the models the reader is referred
to the corresponding references.

5 NUMERICAL PARAMETERS AND RESULTS

In this section, the preliminar results obtained so far has been analyzed. In order
to assure that the complex phenomena are reproduced by the numerical simulations,
different meshes has been tested, while the results from only three of them are given in
this work (see Table 1). Following the previous approaches for this configuration, the
meshes are uniform in y− and z−directions, while a hyperbolic function is used in the
wall-normal direction (see [6] for details). For the presentation of the dimensionless results,
the reference length, time, velocity, and temperature are H, (H2/α)Ra−0.5, (α/H)Ra0.5,
and (Th − Tc), respectively.

Table 1: Mesh parameters for DNS. Nx, Ny, and Nz are the number of CVs in x−, y−, and z−directions,
respectively. Ntotal is the number of total CVs in millions. ∆xmin is the smallest non-dimensional wall-
normal distance.

Mesh Nx Ny Nz Ntotal ∆xmin/H
mesh A 174 702 96 11.73 1.15× 10−4

mesh B 140 560 64 5.02 1.44× 10−4

mesh C 55 511 16 0.45 4.80× 10−4

In Figure 2, representative instantaneous temperature isotherms are presented for both
OB and NOB conditions using mesh C. Note that using the OB assumption, the tem-
perature map is symmetric over the center of the cavity, where a highly stratified region
of quasi-parallel isotherms are observed. The transition point on the hot and cold walls
occurs to be bounding symmetrically this highly stratified region. When NOB effects are
considered, the symmetry of the temperature isotherms is broken. The stratified region
shifts upwards as a consequence of downstream transition on the hot wall and upstream
transition on the cold wall. This is in agreement with the outcome of the previous work
for a similar configuration on a two-dimensional domain at the same Rayleigh number[6].

In Figure 3, the mesh refinement studies of DNS using OB assumption are carried
out by means of the local averaged Nusselt number, Nu, and its standard deviation. In
the study, 3 meshes are used (see Table 1 for the details of the meshes). Note that the
standard deviation of the local averaged Nu is an indicator of temperature fluctuations,
thus pointing out the transition to turbulence. The figure shows that the solution on the
coarsest mesh (mesh C), referred to as ”No Model OB II” solution, deviates significantly
from the solution on the intermediate mesh, ”No Model OB I”, as the transition trend is
concerned. However, the finest mesh solution qualitatively reproduces the transition to
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Figure 3: Mesh refinement studies for DNS using OB assumption. Local averaged Nusselt number (left)
and its standard deviation (right).

turbulent phenomenon observed for the intermediate mesh. Owing to this, hereafter the
solution on the finest mesh is referred to as the DNS solution.

The same meshes are used for the mesh refinement studies of DNS considering NOB
effects. As anticipated from the instantaneous maps of Figure 2, the flow is not symmetric
in this case, thus justifying the analysis of the previously compared quantities in the both
boundary layers. It can be observed in Figure 4 that, in the vicinity of the hot wall,
mesh resolution is less critical when compared with the corresponding OB case, as the
coarsest ”No Model NOB II” solution can qualitatively reproduce the DNS solution for
a significant portion of the boundary layer. However, this is not the case in the vicinity
of the cold wall (see Figure 5) where the coarsest mesh predicts premature transition.
Note that for the NOB case on the cold wall, the intermediate solution can satisfactorily
reproduce the behavior of the finest mesh solution.
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Figure 4: Mesh refinement studies for DNS considering NOB effects. Local averaged Nusselt number
(left) and its standard deviation (right) on the hot wall.
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Figure 5: Mesh refinement studies for DNS considering NOB effects. ocal averaged Nusselt number
(left) and its standard deviation (right) on the cold wall.

The results presented in the current work are summarized in Table 2, where the tested
cases are described, the overall averaged Nusselt number, Nu, and the transition point
on the hot and cold walls are given. Owing to the high computational demand of DNS,
a compromise between accuracy and integration time is made. Given the differences
between ”DNS OB” and ”No Model OB I” cases, a mesh with higher resolution has to
be tested to ensure confidence with the presented OB results. As for the NOB solution,
the agreement in the results for the intermediate and fine meshes may indicate that the
presented results do not deviate considerably from the mesh-independent solution.

Table 2: Summary of the tested cases. tint is the integration time. Transition points, xtr,hot and xtr,cold,
are defined as the location where the standard deviation of Nu exceeds 2% of the local average value, on
the hot and cold walls, respectively.

Case Mesh tint Nu xtr,hot/H xtr,cold/H
DNS OB Mesh A 120 283 0.48 0.48
DNS NOB Mesh A 90 273 0.51 0.29
No Model OB I Mesh B 240 263 0.47 0.47
No Model NOB I Mesh B 240 272 0.45 0.28
No Model OB II Mesh C 240 305 0.18 0.18
No Model NOB II Mesh C 240 287 0.42 0.03

Finally in Figure 6, NOB effects are analyzed by means of previously compared quan-
tities. The figure shows that when the NOB effects are considered, the transition point
goes downstream on the hot wall, and upstream on the cold wall, as expected from the
instantaneous maps.

Although not shown here, a preliminary work on the assessment of WALE has been
started at the time of submission of the present document, yielding promising results. In
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Figure 6: NOB effects obtained by DNS. Local averaged Nusselt number (left) and its standard deviation
(right).

order to present a rigorous methodology on the model assessment, the mesh-independent
DNS solution is required, which is the objective of the present ongoing research. Final
results will be presented in the conference.

6 CONCLUSIONS

The present work first submits to investigation the NOB effects in a tall water-filled
DHC on a 3D domain. To that end, two DNS are carried out, one using OB assumption,
and the other considering NOB effects. The results show that as the NOB effects are
considered, the flow symmetry is broken. The transition point moves downstream on the
hot wall, and upstream on the cold wall. The behavior of the transition points and the
upward shift of the highly stratified region are in agreement with the results presented for
a similar configuration on a 2D domain [6]. Secondly, as a future work, the performance
of SGS models will be assessed by means of comparison with the DNS data considering
both OB and NOB conditions, once the mesh-independent results are obtained.
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