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ABSTRACT. The seismic risk assessment of structures is a complex problem, which com-

bines seismic hazard analysis, structural vulnerability analysis and analysis of socio-

economic impacts. In addition, seismic risk assessment, especially in the case of old masonry 

buildings, is subject to many uncertainties, not only due to the random nature of earthquakes 

but also due to physical and modeling uncertainties related to prediction of structural vulne-

rability. Recent studies have shown that epistemic (modeling) uncertainties can significantly 

affect seismic response parameters. However, uncertainty analysis usually involves simula-

tions, and it is therefore computationally extremely demanding, especially if seismic response 

parameters are computed by using nonlinear dynamic analysis. Therefore, simplified nonli-

near seismic performance assessment method is used to estimate seismic response parameters 

for a set of structural models, which are determined by utilizing the Latin Hypercube Sam-

pling technique. The proposed method is demonstrated by means of an example of two maso-

nry buildings, which are modeled and analyzed by using the computer program Tremuri. 

Results of the study indicate that the effects of epistemic uncertainties, in addition to aleatoric 

uncertainties, are significant.  
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1 INTRODUCTION 

A substantial part of built environment is represented by masonry buildings, which were 

mainly constructed in the past and are therefore not earthquake resistant structures. Conse-

quently, earthquakes endanger this part of built environment and human lives more than 

thought. In order to contribute to the mitigation of seismic risk, advanced methods and tools 

should be developed, which will enable well-informed decision making, this being the key 

element for the future protection of built environment against earthquakes.  

Probably the simplest closed-form solution for seismic risk assessment of structures ex-

pressed in terms of the mean annual frequency of exceeding a given limit state was proposed 

by Cornell et al. [1]. However, the most demanding part of the risk assessment procedure, i.e. 

the incremental dynamic analysis (IDA) [2], which enables direct evaluation of the record-to-

record variability in structural response through a set of ground motion records, can be re-

placed with the IN2 analysis [3, 4]. These methods were applied in the study presented in the 

paper. However, several methods for estimating seismic risk of masonry structures exist. For 

example, a methodology for deriving analytical fragility curves for masonry buildings based 

on stochastic nonlinear analyses was introduced [5]. The method involves consideration of 

aleatoric and epistemic uncertainty since the nonlinear static (pushover) analyses are used to 

define the probability distributions of each damage state with consideration of epistemic un-

certainties, while the incremental dynamic analysis for a set of ground motion records is per-

formed to determine the probability density function of the displacement demand. 

The effects of epistemic uncertainties are usually not explicitly considered for assessment 

of seismic risk of structure since this task is computationally demanding and requires sophis-

ticated software tools. Therefore, only approximate methods for seismic performance assess-

ment of structures with consideration of epistemic uncertainties can be adopted for practical 

purposes. Such a method, which combines the IN2 [3, 4] and a set of structural models deter-

mined by utilizing the variant of Latin Hypercube Sampling (LHS) technique [6], is presented 

in this paper. In its first part the method is briefly summarized, while in the second part its use 

is demonstrated by means of two examples of three-storey buildings, which were analyzed by 

structural analysis program - Tremuri [7]. 

2 SEISMIC RISK ASSESSMENT METHOD 

Seismic risk of a building can be, in its most basic formulation, estimated with the mean 

annual frequency of exceeding a defined limit state (LS), which can be determined as follows: 

 ( ) ( )
LS

0

m

M m m

m

dH i
P P LS I i di
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∞

= = ⋅ ⋅∫  (1) 

where ( )mMP LS I i=  is the probability of exceeding limit state (LS) if the intensity meas-

ure IM is equal to im. Hazard function H(im) is usually expressed in terms of mean annual fre-

quency that the intensity measure IM will be larger or equal to im and can be approximated as 

[1]: 
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According to this assumption it follows, that the hazard function is linear in log-log coor-

dinates.  

The formulation of the seismic risk according to Eq.(1) is the so called IM-based formula-

tion and requires definition of the intensity measure (im), which is the peak ground accelera-
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tion (ag) in the case of this study. Cornell had shown that mean annual frequency of exceeding 

given limit state can be, according to Eqs. (1) and (2) expressed as follows: 

 ( ) ( )
2 2 2 21 1
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LSLS LS LS LS
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β β
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where 
,g LSaɶ  is the median value of the IM-based capacity (i.e. the median peak ground ac-

celeration which causes the given limit state), βLS is the corresponding standard deviation of 

natural logarithms and kLS is the slope of the hazard curve, which has to be estimated for each 

limit state.  

Many different procedures exist, which can be used in order to estimate the fragility para-

meters 
,g LSaɶ   and βLS. For example, the parametric analysis method IDA, which involves the 

nonlinear dynamic analysis for a set of ground motion records scaled to different levels of de-

fined intensity measure, is probably the most accurate procedure for determination of fragility 

parameters. However, it is computationally extremely demanding, especially, if IDA is ex-

tended by the set of structural models in order to consider effects of epistemic uncertainties 

[8]. Two alternative, practice-oriented approaches are the approximate IDA performed by us-

ing an equivalent single-degree-of-freedom (SDOF-IDA) model [9] and the N2 method [3,4].  

The approximate IDA is more accurate, since both fragility parameters can be evaluated by 

taking into account the record-to-record variability. The N2 method, which was used in the 

paper, provides mean estimates for limit-state intensities (e.g. peak ground acceleration cor-

responding to limit state -
,g LSa ) with respect to record-to-record variability (aleatoric uncer-

tainty), but its dispersion has to be predetermined or assumed. Since λLS is estimated based on 

the median 
,g LSaɶ , it was conservatively assumed that 

, ,g LS g LSa a≈ ɶ .  

In addition to aleatoric uncertainty, the epistemic uncertainties can also significantly affect 

the fragility parameters. They are knowledge-based and are most often related to the physical 

properties of the structure and its modelling parameters. In this study epistemic uncertainties 

are treated by using the LHS technique [6], which is summarized in the Section 2.1. The result 

of the LHS technique is Nsim structural models and consequently Nsim peak ground accelera-

tions corresponding to predetermined limit state are obtained.  

The median 
,g LSaɶ and the dispersion βLS in general depends on the method used for their es-

timation. In the case of this study the fragility parameters were estimated according to the me-

thod of moments, as follows: 

 
20.5
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where 
,g LSa  and 2σ  are the sample mean and corresponding variance. In addition to LHS 

method, which is briefly summarized in next section, a procedure for determining the equiva-

lent SDOF model, which is employed for estimation of the fragility parameters, is also briefly 

described in the Section 2.2. 

2.1 Summary of the Latin Hypercube Sampling technique 

The Latin Hypercube Sampling technique [10] uses stratification of the probability distri-

bution function of the random variable Xi, therefore it requires fewer simulations as Monte 

Carlo method. Within the proposed methodology, the efficient LHS technique, which was re-
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cently proposed by Vořechovský and Novák [6], is used and it can be applied for any proba-

bility distribution of random variables and the target correlation matrix. 

The sample matrix can be calculated in two steps. In the first step, each random variable is 

sampled using Nsim values, which is shown in Figure 1. Firstly, the codomain of the cumula-

tive distribution function is divided into k intervals, each having the length of 1/Nsim. The k-th 

sample value of the i-th random variable (xi,k) is determined based on the mean probability 

related to each interval as follows: 
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where fXi (x) is the probability density function of the random variable Xi, while ai,k-1 and 

ai,k are the values of random variable Xi, which correspond, respectively, to the probability at 

the lower and the upper range of the k-th interval (Figure 1). Boundaries of the interval are 

estimated as follows: 

 
1

,i k Xi

sim

k
a F

N

−  
=  

 
 (7) 

where fXi(x) is the inverse of the cumulative distribution function of the random variable Xi. 

 

 

Figure 1: Sampling of random variable Xi according to the Latin Hypercube Sampling technique. 

Such sampling is more accurate with respect to the sampling based on the probabilities in 

the middle of equidistant intervals since the influence of the data in the tails of probability 

density function on the variance is smaller [6].  

Especially in the case of very small number of samples, undesired correlation can occur 

between random variables. In this case generated correlation matrix S significantly deviates 

from the prescribed (target) correlation matrix K. The difference between S and K is mini-

mized by using the stochastic optimization method called “simulated annealing”. It was first 

used in metallurgy and has some advantages, since its algorithm is very robust and it makes it 

possible to search for a global minimum. 
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In order to formulate the optimization problem, a suitable measure for difference between 

correlation matrices has to be defined. In the case of discussed problem, the norm E which 

takes into account deviations of all correlation coefficients simultaneously, is a good fitness 

function, which can be minimized by permutation of elements in sample matrix X. It is de-

fined as follows: 

 
( ) ( )

var var1
2

i,k i,k

1 1var var

2

1

N N

i k i

E S K
N N

−

= = +

= −
− ∑ ∑  (8) 

where Si,k and Ki,k are the coefficients of the generated and target correlation matrix, re-

spectively, and Nvar is the number of random variables Xi.  

Optimization is an iterative procedure, where each iteration consists of two steps: mutation 

and selection. Mutation represents the change of the ranks of two randomly selected elements 

of random variable Xi, while selection makes it possible to decide if the new arrangement of 

the random variable Xi is acceptable or not. According to the simulated annealing algorithm, 

the new arrangement is automatically accepted if it results in a decrease of the norm E, other-

wise new arrangement is accepted only if the random variable Z, which is defined in Eq. (9), 

is positive. 

 
E

TZ e R
∆

−
= −  (9) 

where ΔE is the difference in norms E before and after random change of the ranks, R is 

uniformly distributed random variable in the interval [0,1] and T is the so-called temperature, 

which comes from annealing in metallurgy. Note that the initial temperature has to be defined 

in the algorithm and it is decreased step by step after a certain number of mutations, by using 

a reduction factor, which has the value 0.95, as recommended in [6]. 

The result of the optimization is optimized sample matrix X, which has Nsim rows and its’ 

i-th row represents i-th structural model. 

2.2 The equivalent SDOF model  

In this Section the definition of the equivalent SDOF model, which is determined based on 

the results of the pushover analysis, is briefly described. More details regarding the definition 

of the equivalent SDOF model can be found elsewhere [4].  

It is defined that the lateral loads used in the pushover analysis correspond to the product 

of mass matrix M and the vector φ related to assumed deformation shape, which has the value 

1 at the location of the top displacement ( 1nϕ = ), and is assumed proportional to the first 

mode shape. In this case, the pushover curve corresponding to the equivalent SDOF model 

(F
*
 and m

*
) is determined based on the pushover curve of the structural model by dividing the 

base shear F and top displacement D with the transformation factor Γ, which is defined as fol-

lows: 

 
2 1
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=

=
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∑

 (10) 

where mi and φi are masses and normalized deformations at the location of the i-th storey, 

and m
*
 is the mass of the equivalent SDOF model. The pushover curve of equivalent SDOF 

model has to be idealized with suitable force-displacement relationship. The corresponding 

initial stiffness ( * */y yF D ) and the mass of the equivalent SDOF model define its period: 
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where Fy and Dy are, respectively, yield force and yield displacement of the equivalent 

SDOF model.  

3 EXAMPLE  

The proposed methodology is demonstrated by means of seismic risk assessment of two 

three storey masonry buildings. Fragility parameters are estimated with approximate proce-

dure involving N2 method. Results of both buildings are compared and the influence of epis-

temic uncertainties is discussed. 

3.1 Description of the structures and structural models 

The first example structure is a three-storey unreinforced masonry building A (Figures 2, 3 

- left), which was selected from literature [11]. This building is symmetric around the Y axis 

and has 5.3 % of shear walls in the Y direction and 5.6 % shear walls in the X direction. Wall 

thickness is equal to 30 cm and storey height of all floors is equal to 2.8 m.  

The second three-storey structure (building B, Figures 2, 3 - right) was derived from the 

geometry of SPEAR building [12], which was transformed into masonry building by adopting 

wall thickness equal to 30 cm, which amounted to 7.8 % of shear walls in X direction and 8.1 % 

walls in Y direction. The height of the first floor of the building B is 2.75 m, while the height 

of other stories is 3 m. 

Both buildings have concrete slabs, which are considered as rigid diaphragms. At each 

floor level of both buildings, all walls are connected with continuous concrete beams with 

depth of 30 cm, which are reinforced with four 16 mm rebar (two at the bottom and two at the 

top) and 2 leg stirrups with 6 mm diameter at 25 cm spacing. 

 

 

Figure 2: The plan of the building A (left) and building B (right)   

Models of both buildings were made by using program 3Muri [13], specialized for seismic 

analysis and performance assessment of masonry structures, while the analysis was performed 

by using research version of the same program, Tremuri, which was developed at the 

University of Genoa [7]. The program is based on effective macro-element approach and 

enables accurate modelling, nonlinear pushover and time history analysis of masonry 
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buildings at very small computational burden [14]. Program models nonlinear behaviour of 

masonry piers and lintels with flexural and shear hinges, defined by a bilinear ideally elasto-

plastic moment-rotation or force-displacement relationship, where ultimate drifts are defined 

for sliding shear mechanism (δs) and for flexural collapse mechanism (δf).  

 

 

Figure 3: 3D view of the model A (left) and model B (right) 

The vertical loads for both buildings, considered in the pushover analysis, are presented in 

the Table 1. Note that the live load was combined with the self weight by assuming 

combination factors 0.3 on the roof and 0.15 elsewhere. 
 

Type of load Building A Building B 

Self weight of masonry walls 16 kN/m
3 

16 kN/m
3
 

Self weight and dead load of floors 5 kN/m
2
 4.3 kN/m

2
 

Self weight and dead load of balconies 5 kN/m
2
 4.3 kN/m

2
 

Self weight and dead load of staircase 5 kN/m
2
 5 kN/m

2
 

Live load on floors 2 kN/m
2
 2 kN/m

2
 

Live load on the staircase and balconies 4 kN/m
2
 2.5 kN/m

2
 

Table 1: The self weight and the live loads used for definition of vertical load on the structure. 

3.2 Uncertain parameters 

In the case of this study some material and modelling parameters were considered uncer-

tain. These parameters are: Young's modulus E, shear modulus G, compression strength of 

masonry wall fm, initial shear strength fv0, friction coefficient µ, nonlinear deformability pa-

rameter Gc, softening parameter β and ultimate drift ratios δs and δf that correspond to the 

shear and flexural collapse of masonry element, respectively.  

The mean values of the uncertain parameters and corresponding coefficients of variation 

were adopted from literature [5] due to the lack of our own experimental data and are pre-

sented in Table 2. Normal distribution was assumed for all random variables. 

Majority of the correlation coefficients between random variables was assumed 0. How-

ever, correlation coefficients between E, G, fm, fvk0 were determined based on experimental 

data [15]. 

The optimized sample matrix X was determined according to the LHS technique, described 

in section 2.1, by assuming Nsim = 30. The norm E has a very low value of 0.0005 and the 

maximum difference between optimized and prescribed correlation matrix component is only 

0.01. Therefore it was assumed, that the sample of uncertain parameters is appropriate for fur-

ther analysis, although it cannot be claimed that the size of the sample is large enough in order 

to guarantee prediction of seismic response parameters with sufficient accuracy. 
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Thirty structural models were generated, since i-th row in optimized sample matrix X 

represented a set of input parameters for i-th model in the case of both buildings. Additionally, 

deterministic models with mean material characteristics were used for comparison with sto-

chastic models. 

 
      Name of the variable Mean COV Distribution Ref 

Elastic modulus E [MPa] 1620 0.08 Normal [5] 

Shear modulus G [kN/m
2
] 625 0.10 Normal [5] 

Compressive strength fm [MPa] 1.95 0.19 Normal [5] 

Initial shear strength fv0 [MPa] 0.153 0.16 Normal [5] 

Friction coefficient µ [-] 0.065 0.12 Normal [5] 

Deformability parameter Gc [-] 7 0.21 Normal [5] 

Softening parameter β [-] 0.3 0.17 Normal [5] 

Shear drift ratio δs [%] 0.4 0.10 Normal Assumed 

Flexural drift ratio δf [%] 0.8 0.10 Normal Assumed 

Table 2: The statistical characteristics of the input random variables. 

3.3 Definiton of near collapse limit-state  

The seismic risk was estimated for the near collapse (NC) limit-state, which was at the top 

displacement that corresponds to the 80% of the building’s shear resistance, which is meas-

ured in the range beyond the post-capping point of the pushover curve. Definition of more 

severe limit-state, i.e. the complete collapse of building, was omitted in this study, since nu-

merical model does not consider all phenomena, which occur in extremely nonlinear behav-

iour of structure.  

Note that the NC limit state depends on the ultimate drift ratio, which differs for shear and 

flexural collapse mechanism and consequently from model to model. 

3.4 Acceleration spectrum and seismic hazard 

The seismic action is defined with the elastic acceleration spectrum according to the Euro-

code 8 - soil type A, which is shown in Figure 4 (left).  

 

 

Figure 4: The Eurocode-based acceleration spectrum for soil type A (left) and the hazard curve defined based 

on the hazard map for return periods of 1000 and 2475 years (right). 
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The parameters of seismic hazard curve were computed from data, available on the website 

of the Environment Agency of the Republic of Slovenia [16].  The peak ground accelerations 

for Ljubljana, soil type A, and return periods of 475 years (10%/50), 1000 years (5%/50) and 

2475 years (2%/50), amount to: 0.25 g, 0.30 g and 0.55 g, respectively. Since only two points 

on the hazard curve are needed in order to calculate parameters k0 and k (Eq.(2)), it was de-

cided to use the peak ground accelerations corresponding to the return periods of 1000 and 

2475 years in order to interpolate the hazard curve in the vicinity of the limit-state intensity 

,g LS
aɶ . The resulting curve, which is defined with parameters 

5

0 1.03 10k −= ⋅  and 3.8k = , is 

presented in Figure 4 (right).   

3.5 Pushover analysis  

Pushover analyses for deterministic (mean-valued) model and 30 structural models result-

ing from LHS technique were performed in Y direction for a building A, and in X direction 

for a building B, by using the Tremuri [7]. The resulting pushover curves are shown in Figure 

5. The force pattern for all pushover analyses was proportional to the product of masses and 

displacements at first mode shape in the Y direction.  
 

 

Figure 5: Pushover curves and points indicating the NC limit state for building A (left) and building B (right). 

Shear resistance coefficient, which is defined as the ratio between resistance of the build-

ing and its weight, has a large value of 0.4 for a building A, and very large value of 0.6 for a 

building B, due to high percentage of walls in the case of both buildings. In both cases, quite 

small difference is observed between the median pushover curve, which represents median 

values of base shear at a given top displacement and the pushover curve of deterministic mod-

el.  

Red points represent top displacements and corresponding base shears for the NC limit 

state, which is defined at 80 % of base shear resistance. Similarly, the white circle represents 

NC limit state of deterministic model. The coefficient of variation of the top displacement at 

NC limit state for building A is 0.27 and exceeds the coefficient of variation of the corres-

ponding base shear (0.05) for more than five times. The reason for high coefficient of varia-

tion of top displacement is not only the high dispersion of the ultimate drift ratios, but also the 

fact, that uncertainty has the effect on the formation of different plastic mechanisms, which 

were in this study observed only for building A and are presented in Figures 6, 7 and 8. Dif-

ferent colours in piers represent different failures: red - flexural collapse, yellow - shear col-

lapse and blue - undamaged.  
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In Figure 6, collapse mechanism of model A8, which occurred at the minimum top dis-

placement ( , 8d 0.018 mNC SDOFA = ), is shown. Sudden large drop of base shear observed in the 

pushover curve is the consequence of simultaneous shear-collapse of several walls in the 

ground floor (for definition of walls see Figure 2 - left). Such collapse mechanism was ex-

pected since the initial shear strength of walls in model A8 is the lowest among these of 30 

models and, in addition, the compressive strength and ultimate drift ratios δs and δf are also 

low. On the other hand (Figure 7), plastic mechanism of model A27 corresponds to the max-

imum top displacement ( , 27d 0.045 mNC SDOFA = ). At dNC,SDOFA27 only a few elements in walls 

W6 and W13 fail, but at larger displacement, flexural-collapse of all piers in the second storey 

is observed. In this case, the initial shear strength and ultimate shear-drift ratio are very large, 

which governs flexural collapse and consequently NC limit-state is attained at larger top dis-

placement. For comparison reasons, plastic mechanism of deterministic model (model A31) is 

also presented (Figure 8). In this case, structural elements gradually collapse in shear or in 

flexure at different storeys. 
 

 

Figure 6: Plastic mechanism corresponding to the NC limit state for Model A8 - minimum top displacement. 

 

Figure 7: Plastic mechanism corresponding to the NC limit state for Model A27 – maximum top displacement. 

 

Figure 8: Plastic mechanism corresponding to the NC limit state for deterministic model A31. 

In building B, the coefficient of variation in the maximum force at NC limit state is 0.09 and 

the coefficient of variation of the top displacement is only 0.13, which is much smaller than 

that obtained for building A. Namely, only one plastic mechanism forms in the case of 

building B - the soft storey effect in the ground floor. Firstly, element 46 (Figure 9) fails in 

shear and later other walls in the ground floor collapse in shear or bending. The strength of 

the element 46 is approximately 20 % of the strength of first storey, therefore it controls the 

attainment of NC limit state. In some cases the NC limit state is controlled by more than one 

wall, since the strength of element 46 is less than 20 % of the strength of the first storey. 

However, variability in NC displacements is relatively small, from 1 cm to 1.77 cm, where 

the smallest top displacement corresponds to the smallest δs. 
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Figure 9: Plastic mechanism corresponding to the NC limit state for model B24. 

In order to compute peak ground acceleration that causes the structure to violate the defined 

NC limit state, pushover curves were idealized using bi-linear force-displacement relationship 

(Figure 10). It was assumed, that initial stiffness of the equivalent SDOF model is defined 

based on the pushover curve at 70 % of the base shear resistance. Maximum base shear Fy of 

the idealized force-displacement relationship is calculated by assuming equal area under the 

pushover curve and idealized force-displacement relationship, if measured in the interval of 

displacements from 0 to the displacement dNC, when maximum base shear decreases by 20 % 

(NC limit state (dNC, FNC)). The described idealized force-displacement relationship of 

pushover curves represents input data for definition of equivalent SDOF model and is shown 

in Figure 10 for building A. 

The force-displacement relationship of equivalent SDOF models were determined by 

dividing forces and displacements with the transformation factor Γ, having a mean value 

, 1.33mean AΓ =  and , 1.37mean BΓ = for the building A and B, respectively. The masses of the 

equivalent SDOF models m
*
 of building A and B amounted to, respectively, 532 t and 230 t.   

 

 

Figure 10: Idealized bi-linear force-displacement relationship of pushover curve. 

3.6  Fragility parameters and seismic risk estimation  

The fragility parameters were determined by utilizing the N2 method with consideration of 

epistemic uncertainty. The IN2 curve, as presented in Figure 11, and peak ground acceleration 
2

, ( )IN

g NCa l were determined for each model of both buildings.  

In Table 3 the fragility parameters, estimated based on the procedure described in Section 

2, are presented. Median peak ground acceleration and its dispersion were determined with 

consideration of epistemic uncertainty (U) according to Eqs. (4) and (5). 
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Figure 11: IN2 curves, based on 30 structural models and deterministic model for building A (left) and build-

ing B (right). 

 Building A Building B 

Method ( )
g

a gɶ  β  ( )
g

a gɶ  
β  

IN230 2

,

IN

gU Aaɶ  0.59 2

,

IN

U Aβ  0.21 2

,

IN

gU Baɶ  0.39 2

,

IN

U Bβ  0.08 

IN2det 
2

,det,

IN

g Aa  0.55 - - 2

,det,

IN

g Ba  0.38 - - 

Table 3: The fragility parameters for building A and B. 

High estimated median peak ground accelerations, at which the NC limit state is attained, 

are observed in Table 3, mainly due to the high percentage of walls in both buildings. Further, 

the peak ground acceleration 2

,det,

IN

g Aaɶ , that corresponds to deterministic model, is slightly 

smaller than the median peak ground acceleration 2

,

IN

gU Aaɶ , which corresponds to stochastic 

model. An opposite was observed for building A, if fragility parameters were assessed by 

conducting nonlinear dynamic analysis for the equivalent SDOF model. However, the differ-

ence between 2

,det,

IN

g Aaɶ and 2

,

IN

gU Aaɶ   is very small.  

The dispersions for 
2IN

gUaɶ  are 0.21 and 0.08, respectively, for building A and B. Quite small 

dispersion in the case of building B is the consequence of a small number of different plastic 

mechanisms that formed in this case. Namely, plastic mechanism affects displacement capaci-

ty and consequently the peak ground acceleration that causes the NC limit state.  

In the Table 3, only epistemic uncertainties are considered, therefore dispersion due to 

aleatoric uncertainties Rβ has to be assumed and in the case of presented examples equals 

0.16. This value was adopted from a previous study, where approximate IDA for a single-

degree-of-freedom model of the building A was performed for the 30 ground motion records. 

The total dispersion 2IN

RUβ , which was used for calculation of seismic risk, was obtained by us-

ing SRSS rule as follows: 

 ( ) ( )222 2 2 2

, ,
 +  0.16 +0.21 0.26IN IN

RU A R U A
β β β= = =  (12) 

 ( ) ( )222 2 2 2

, , +  0.16 +0.08 0.18IN IN

RU B R U Bβ β β= = =  (13) 

Mean annual frequency of exceeding the NC limit state λNC (MAFNC), the corresponding 

return period TNC and the frequency of exceeding NC limit state in 50 years 
50

NCλ  are presented 

in Table 4. MAFNC for a building B is four times higher than for building A. This is due to 
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lower capacity of building B in terms of PGA, which has a much higher influence on result 

(Eq. 3) than dispersion, which is for building B smaller than that of building A.   
 

Building NCλ  TNC(years) 
50  (%)NCλ  

A 41.28 10−⋅  7800 0.64 

B 44.67 10−⋅  2150 2.31 

Table 4: Seismic risk in terms of mean annual frequency of exceeding NC limit state λNC, corresponding return 

period TNC and frequency of exceeding NC limit state in 50 years 
50

NCλ . 

4 CONCLUSIONS 

A simplified method for estimating seismic risk in combination with N2 method was used 

for determination of fragility parameters in the case of two three-storey masonry buildings. It 

was shown that the formation of plastic mechanisms has a significant effect on the estimation 

of fragility parameters. If only one plastic mechanism controls the seismic response of the 

building, the dispersion for 
2IN

gUaɶ and the dispersion in drift capacity of the wall, which is an 

input parameter, are almost the same. This is not true for building A, where several plastic 

mechanisms were observed from pushover analyses. Since it is difficult to judge in advance, 

whether the modeling uncertainties affect plastic mechanism or not, it is also difficult to pre-

scribe the dispersion measures. Therefore the use of simplified methods, which enable fast 

estimation of effects of epistemic uncertainties on seismic response parameters, may become 

more often used for risk assessment of masonry buildings.  
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