A Dual Preconditioned Projected Conjugate Gradient algorithm for solving contact problems
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ABSTRACT

The aim of this paper is to present a Dual Preconditioned Projected Conjugate Gradient algorithm for solving unilateral problems with special emphasis on the preconditioning phase.

The Projected Conjugate Gradient method comes from the field of convex optimization, where it is used to solve minimization problems with linear inequality constraints. Previous work has shown that it can be used efficiently for contact problems. In the present work, we develop an algorithm for continuum solid mechanics contact (similar approach is presented in [1] with application to granular media) based on the dual formulation of the contact problem (in the papers [2, 3], the primal formulation is considered) with a special preconditioner leading the mesh-size independent convergence.

We consider a contact problem on a part $\Gamma_C$ of the boundary of an elastic body $\Omega$. Once the problem is discretized by appropriate finite elements and dualized by introducing a Lagrange multiplier $\lambda$, it can be written as :

$$ \min_{\lambda \geq 0} \mathcal{H}(\lambda) $$

where :

- $\mathcal{H}(\lambda) = \frac{1}{2} \lambda^T B K^{-1} B^T \lambda - \lambda^T B K^{-1} + \frac{1}{2} F^T K^{-1} F$
- $K$ is the stiffness matrix
- $B$ is the discretized gap operator on $\Gamma_C$
- $F$ is the right-hand side loading vector.

The problem (1) can be rewritten by eliminating the positivity constraint on $\lambda$ by adding the indicator function $I_{\Delta^+}$ of the convex set $\Delta^+ = \{ \lambda \geq 0 \}$ to the functional $\mathcal{H}$.

$$ \min_{\lambda} (\mathcal{H}(\lambda) + I_{\Delta^+}(\lambda)) $$

(2)
The Conjugate Gradient algorithm can then be applied. Care has to be taken to the non-differentiable character of functional to be minimized, that leads to the use of subgradients.

As usual with iterative methods, it is highly necessary to use a preconditioner in order to speed up convergence [4]. We propose here to use a lifting technique from $H^{1/2}(\Gamma_C)$ into $H^{-1/2}(\Gamma_C)$ by solving the following auxiliary problem:

$$\begin{cases}
    Ku + B_{act}^T\tilde{d} &= 0 \\
    B_{act}u &= d
\end{cases}$$

(3)

where:

- $B_{act}$ is the discretized gap operator restrained to active constraints.
- $\tilde{d}$ is the preconditioned search direction $d$ of the Conjugate Gradient.

This preconditioner is of Dirichlet kind, with strong relation with the Domain Decomposition FETI preconditioner [6].

We show that this preconditioner highly speeds up the resolution and brings a nice mesh-size independent convergence. Finally, a genuine but efficient parallel implementation of this method is presented.
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