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Abstract. The present paper aims at investigating a high-order time integration method
with an appropriate error estimator in the context of an induction heating process. There-
fore, an axisymmetric model problem of a metal shaft with a surrounding copper coil is
investigated. In order to describe the proceeding a thermo-electromagnetic multifield
problem is introduced. Maxwell’s equations are coupled and linked to the heat conduc-
tion equation due to Joule’s effect. The coupling of the nonlinear Maxwell equations
and the heat conduction equation results in a monolithic multifield problem. The result-
ing equations are discretized using high-order accurate finite elements in space as well
as in time. Finally, the time discretization error is estimated and classified employing a
residual error estimate.

1 MOTIVATION

In order to achieve application-optimized material properties, new material composites
or novel fabrication sequences are developed. Thus, in the area of metal-forming processes,
heating and cooling strategies that locally influence workpiece characteristics such as
ductility, hardness, yield strength or impact resistance, are important concepts. Hence,
a special profile of characteristics can be adapted to the intended load profile of the
component. For example, high strength can be achieved at a predetermined position, while
particularly good wear or damping properties predominate in other places. The tailor-
made combination of properties has been realized in the past by a variety of different
materials or extensive manufacturing processes. For components made with just one
metal, precisely defined properties can be obtained in the following three stages, see
Figure 1. In this integrated manufacturing process, a metal shaft obtains a heterogenous
temperature distribution throughout a local inductive heating. Then the heated metal
shaft is formed in a press and simultaneously cooled due to the contact with the die.
Finally, the desired material properties are achieved by partial rapid cooling, allowing the
creation of graded materials with defined properties, cf. [20]. Investigations and studies
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Figure 1: Integrated thermomechanical forming process, cf. [20]

with respect to high-order time integration methods for this process chain can be found
in [9, 10, 18, 3].

The first step of this fabrication sequence will be analyzed, acknowledging that a ma-
terial gradation is only enabled due to the inhomogeneous temperature distribution ob-
tained by inductive heating. The prediction of this process step will be realized by solving
Maxwell’s equations as well as the heat conduction equation using Galerkin’s method
with high-order accurate approaches in space and time in conjunction with an adequate
error estimator.

Nevertheless, in literature a bunch of other solution strategies are available. Within
the analysis of electromagnetic phenomena they emerge from different formulations of
Maxwell’s equations and contain extraordinary element approaches, cf. [1, 6]. A pop-
ular time integration scheme for solving the semidiscrete balance equation for electro-
magnetic problems is the time integration method of Crank Nicholson, cf. [1, 4, 11].
Similarly, the classical implicit Euler method, cf. [11], or other finite-difference-based
approaches, cf. [7], are used to solve the problem.

On the contrary in the area of linear heat conduction discontinuous and continuous
Galerkin methods can be found for time integration, cf. [14]. Since an analytical
solution of this coupled thermo-electro multfield problem can not be obtained easily,
appropriate tactics for estimating the various prevailing discretization errors have to be
established. Existing approaches consider Taylor series expansions, energy evaluations,
dual problem formulations, residual error determination and error definitions exploiting
both the h- as well as p-version of Galerkin’s method, cf. [13, 19, 2, 8, 15]. Moreover,
the residual error estimator, which was originally proposed by [2], will be adapted and
analyzed within the context of the inductive heating problem.

2 The Thermo-Electromagnetic Equations

Electromagnetic phenomena are generally depicted by Maxwell’s equations. They
are a set of partial differential equations in space and time. These equations deal with
electric and magnetic aspects, including their interaction. Since the electric and magnetic
fields vary in time, reciprocal actions are induced. The following four time- and space-
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dependent vector fields are introduced:

∇ · D(X, t) = ρR(X, t) ∀X ∈ ΩE, ∀t ∈ [t0, T ], (1)

∇ · B(X, t) = 0 ∀X ∈ ΩB, ∀t ∈ [t0, T ], (2)

∇×H(X, t) = J(Θ,X, t) + Ḋj(X, t) ∀X ∈ ΩE,B, ∀t ∈ [t0, T ], (3)

∇×E(X, t) = −Ḃj(X, t) ∀X ∈ ΩE,B, ∀t ∈ [t0, T ], (4)

The variable E represents the electric field intensity, D the electric flux density, H
the magnetic field intensity, B the magnetic flux density, ρR the electric charge density
in a volume and J the electric current density in a surface. Those variables can be
dependent on the temperature Θ, the spatial position X and the time t. Some of the
variables included in the Maxwell equations are not independent of each other; they
are connected, assuming the following constitutive laws, [5].

D(X, t) = ε E(X, t) ∀X ∈ ΩE, ∀t ∈ [t0, T ] (5)

B(X, t) = µ(Θ)H(X, t) ∀X ∈ ΩB, ∀t ∈ [t0, T ] (6)

J(Θ,X, t) = σ(Θ)E(X, t) + J i(X, t) ∀X ∈ ΩE, ∀t ∈ [t0, T ] (7)

Here, ε = ε0εR represents the permittivity, consisting of the constant electric permittivity
in a vacuum ε0 and a material-dependent part εR. The magnetic permeability µ = µ0µR

can also be determined with the help of the constant vacuum-specific value µ0 and a
material dependent part µR. The quantity σ describes the electric conductivity.

The temperature development of the inductive heating process can be described by the
heat conduction equation

ρ cp(Θ) Θ̇(X, t) +∇ · q(Θ,X, t) = Q(Θ,X, t) ∀X ∈ ΩΘ, ∀t ∈ [t0, T ]. (8)

Further introduced variables are the density ρ, the heat capacity cp, the heat flux vector
q(Θ,X, t) = −λ(Θ) ∇Θ(X, t), the heat source term Q and the thermal conductivity λ.

In general, in an inductive heating process a metal workpiece is surrounded by an
induction coil, on which an alternating current is applied, cf. [17]. Due to the alternating
current density, the magnetic vortex field is generated, which induces eddy currents.
These, in turn, produce a temperature increase in the workpiece. This phenomenon is
called Joule heating and can be described by the heat equation (8) with the heat source
term

Q(Θ,X, t) =
J2(Θ,X, t)

σ(Θ)
. (9)

As seen above, the coupling between the electric and the thermal field is clearly visible
by means of the heat source term. On the other hand, the electromagnetic field is not
directly coupled to the thermal field. The thermal influence on the electromagnetic field is
caused by the temperature dependence of the material parameters within the constitutive
laws (5) - (7). The material dependent material models, which are used for studies in the
present paper, can be found in [9].
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3 NUMERICAL REALIZATION

3.1 WEAK FORMULATION OF INDUCTIVE HEATING

In order to enable the application of the finite element method, the previously elabo-
rated partial differential equations (1) - (9) as well as the Neumann boundary conditions
have to be formulated weakly throughout a multiplication with arbitrary test functions δE,
δB or δΘ and an integration over the volume Ω. Furthermore, the strategy of Demkow-
icz and Assous, cf. [6, 1] is applied in the thermo-electromagnetic case with nonlinear
material parameters, [9]. This lead to the following weak form of the electric, magnetic
and thermal fields:

δWE =

∫
Ω

δE · ε Ëj dV +

∫
Ω

δE · σ(Θ) Ėj dV +

∫
Ω

δE · σ̇(Θ) E dV−
∫
Ω

∇ · δE κ ρR

ε
dV

+

∫
Ω

κ(Θ) [∇× δE] · [∇×E] dV +

∫
Ω

[∇κ(Θ)× δE] · [∇×E] dV

+

∫
Ω

δE · κ̇(Θ) [∇×B] dV +

∫
Ω

δE · [∇κ̇(Θ)×B] dV +

∫
Ω

δE · J̇ j
i dV (10)

+

∫
Ω

∇ · δE κ(Θ) ∇ ·E dV +

∫
Γ
σE

δE · [n× [∇×E]] dA = 0,

δWB =

∫
Ω

δB · ε B̈j dV +

∫
Ω

[∇× δB] · κ(Θ) [∇×B] dV−
∫
Ω

δB · ∇ × σ(Θ)E dV

+

∫
Ω

[∇× δB] · [∇κ(Θ)×B] dV +

∫
Ω

∇ · δB κ(Θ) ∇ ·B dV (11)

−
∫
Ω

[∇× δB] · J i dV +

∫
Γ
σB

δB · [n× [∇×B]] dA = 0,

δWΘ =

∫
Ω

δΘ ρ cp(Θ) Θ̇ dV−
∫
Ω

∇δΘ · q(Θ) dV−
∫
Ω

δΘ Q dV (12)

+

∫
Γq

δΘ
[
q? + α(Θ) [Θ−Θ∞] + ε(Θ) σΘ A

[
Θ4 −Θ4

∞
]]
dA = 0.

The dependencies of the variables with respect to the spatial position and time are
omitted for simplicity.

Since high temperatures occur in the inductive heating process and heat exchange with
the environment occurs, equation (12) considers free convection and thermal radiation.
The heat transfer coefficient α(Θ) as well as the emissivity ε(Θ) have temperature de-
pendent behaviors. The material dependent material models, which are used for studies
in this paper, can be found in [9]. Furthermore, the Stefan-Boltzmann constant σΘ is
introduced.

Adding equations (10) - (12) results in the weakly formulated nonlinear problem

δW (ü, u̇,u) = 0, with u = [E,B,Θ]T . (13)
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Therein the vector u = [E,B,Θ]T of primary variables is introduced together with its time
derivatives to obtain this abridged form, which will also be advantageous for the compact
formulation of spatial and temporal integration schemes later on. A Newton-Raphson
method is considered for this nonlinear problem (13). Consequently, the consistent lin-
earization of the virtual work δW (13) is realized by developing a Taylor series expansion
up to the linear term, which means that higher order terms are omitted. Thus, the weak
form is linearized, exploiting the Gâteaux derivative, cf. [12].

To complete the initial value problem for the induction heating, adequate initial condi-
tions at the beginning of the observation at time t0 in the domain Ω have to be complied.

ü(X, t0) = ü0, u̇(X, t0) = u̇0, u(X, t0) = u0 (14)

3.2 SPATIAL DISCRETIZATION

In order to solve the thermal-electromagnetic problem numerically the next step is to
discretize the weak form spatially by using the finite element method. Due to the spatial
discretization the whole domain Ω is divided into several finite elements e. The distinct
continuous field variables are thus described with the help of discrete nodal values and
vector-valued shape functions N i

l = N ie l. They consist of Lagrange shape functions
N i of polynomial degree p with i ∈ [1, NN ], cf. [21], and accompanying basis vectors
e l, which enable the approximation of different spatial directions l ∈ [1, ND]. In the
case of three different spatial directions standard cartesian bases vectors e1 = [1, 0, 0]T ,
e2 = [0, 1, 0]T and e3 = [0, 0, 1]T are considered.

Ëj(ξ) ≈
NN∑
i=1

ND∑
l=1

Ëei
l N

i
l(ξ), Ėj(ξ) ≈

NN∑
i=1

ND∑
l=1

Ėei
l N

i
l(ξ), E(ξ) ≈

NN∑
i=1

ND∑
l=1

Eei
l N

i
l(ξ), (15)

B̈j(ξ) ≈
NN∑
i=1

ND∑
l=1

B̈ei
l N

i
l(ξ), Ḃj(ξ)≈

NN∑
i=1

ND∑
l=1

Ḃei
l N

i
l(ξ) B(ξ) ≈

NN∑
i=1

ND∑
l=1

Bei
l N

i
l(ξ), (16)

Θ̇(ξ) ≈
NN∑
i=1

Θ̇eiNi(ξ), Θ(ξ) ≈
NN∑
i=1

ΘeiNi(ξ). (17)

The vector ξ represents the natural coordinates and the superscript ei embodies the node
values i of the element e. Moreover, the nodal quantities (15) and (17) are summa-
rized in the vector uei =

[
Eei,Bei,Θei

]
and its time derivatives. The insertion of those

approximations in equation (13), the integration over the element domain Ωe via the
Gauss-Legendre quadrature, the assembly over all elements and the application of the
fundamental lemma of variational calculus leads to the linearized semidiscrete system of
equations

M∆ü + D∆u̇ + K∆u = r− rint (18)

The matrices M,D and K contain entries of the electric, magnetic and thermal field
with respect to the second, first and zeroth time derivative. The outer flux vector is
described by r and the inner flux vector by rint. ∆ü,∆u̇ and ∆u are the increments of
the variables and its time derivatives.
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3.3 TEMPORAL DISCRETIZATION

For the numerical time integration of the linearized semidiscrete initial boundary value
problem (18) the time interval of interest t ∈ [t0, T ] is subdivided into NT constant or
adaptively controlled time intervals [tn, tn+1] with n ∈ [0, NT ] and the time step size
∆t = tn+1 − tn. Between two subsequent time intervals [tn−1, tn] and [tn, tn+1] the conti-
nuity conditions of the primary variable u and its time derivative u̇

[[un]] = u1
n − u0

n = 0, [[u̇n]] = u̇1
n − u̇0

n = 0, (19)

are formulated as the difference of the right and left limiting values of the associated
state variables at the time interval boundary, cf. [13]. The discontinuous formulations
of Galerkin time integration schemes satisfy these continuity conditions (19) in a weak
sense, which means that nodal values of the primary variable u and its time derivative
u̇ suffer from jumps across the boundaries. On the contrary the continuous Galerkin
methods fulfill the continuity in a strong fashion, cf. [15].

The transformation of the semidiscrete equilibrium equation (18) into the temporal
weak form is accomplished by multiplication with an arbitrary vector valued weight func-
tion w(t) as well as its time derivative ẇ(t) and the integration over the time interval
[tn, tn+1], cf.[13]. The continuity condition (19) at the time element boundary is only
weakly enforced by using the weight w1 = w(tn) for the continuity of the primary variable
u and the derivative of the weight ẇ1 = ẇ(tn) for the derivative of the primary variable
u̇. Finally, the weak formats of the equation of motion and the continuity conditions are
added using the weight matrices Au and Av.

δW =

tn+1∫
tn

ẇ · [M∆ü + D∆u̇ + K∆u + rint − r] dt (20)

+ ẇ1
n ·Av[[u̇k

n]] + w1
n ·Au[[uk

n]] + w1 ·Au∆u1 + ẇ1 ·Au̇∆u̇1 = 0 (21)

These weight matrices are introduced to balance the summarized weak forms and to
align their physical units, cf. [13, 16]. For the numerical solution of the weak form (20)
approximations for state variables, test functions and their time derivatives are introduced
in dependence of a natural time coordinate ξt ∈ [−1, 1], cf. [16].

ü(ξt) ≈
pt+1∑
j=1

N j
,tt(ξt)u

j, u̇(ξt) ≈
pt+1∑
j=1

N j
,t(ξt) uj, u(ξt) ≈

pt+1∑
j=1

N j(ξt) uj (22)

ẇ(ξt) ≈
p̄t+1∑
j=1

N̄ j
,t(ξt) wj, w(ξt) ≈

p̄t+1∑
j=1

N̄ j(ξt) wj (23)

The approximations of the increments are carried out in the same way. Thus, one di-
mensional shape functions, Gauss points and weights can be applied as in the standard
spatial finite element method. A more detailed derivation for linear systems of equations
of second order in time can be seen in [8] and nonlinear systems of equations of the first
order in time are introduced in [16].
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3.4 ERROR ESTIMATION

As a substantial ingredient of reliable time integration methods, local a-posteriori error
measures are developed. For example, simultaneously performed time integrations of
distinct accuracy based on the h-method can provide a local time integration error. These
comparable solutions are calculated by using a smaller time step size ∆t/m with m ∈
[2, 3, ...], cf. [15]. It is worth to mention that this error measure is on the one hand very
reliable but on the other it require a very high numerical effort. Consequently, it is not
very useful in practical applications.

u0 u1 un un+1

e1 en en+1

Figure 2: Illustration of the functionality of the residual error estimator

In order to formulate an efficient error estimate, the residual error estimate, origi-
nally proposed by Babuška & Rheinboldt [2] for the error estimation of the spatial
finite element method, is adapted to the discontinuous and continuous Galerkin time
integration schemes.

en =

1∫
−1

[r(u(ξt))− rint(ü(ξt), u̇(ξt),u(ξt))] |Jt| dξt (24)

The advantage of this error estimator is, that the residual error doest not require com-
parative calcultions, because the direct use of the calculated variables ü, u̇ and u in the
nonlinear equation of motion yields the absolute error in the time interval, see Figure 2.
In addition, it can also be decided whether the residual error of each field or of the whole
problem is determined. Consequently, this error will be subject to further investigation.
Scalar valued relative error measures are obtained by dividing the L2-norm of the error
vector en+1 by a reference value eref. For example, the outer flux vector can be used as a
reference.

ên =

1∫
−1

r(ξt) |Jt| dξt, eref = ‖ên‖ (25)

4 SIMULATION OF INDUCTIVE HEATING PROCESS

4.1 NUMERICAL EXAMPLE OF A STEEL SHAFT

As a numerical example for the above deduced theory the inductive heating process
of a 51CRV4 shaft, see Figure 3, with three rings as induction coil will be examined.
Therefore, a sinusoidal current with an amplitude I = 1231 A and a frequency f =
8100 Hz will be applied to each of the induction rings. The initial temperature as well
as the bulk temperature are Θ = 25◦C. Due to the changing current, the evolution
of the electromagnetic and thermal field is calculated. Spatial discretization is realized

7
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8 Simulation of Inductive Heating
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Figure 8.1: a) Axisymmetric depiction of the shaft, b) section of the shaft with coordinates
(r, z), c) dimensions (in millimeters) of the model and d) Dirichlet and
Neumann boundary conditions.

B Θ

E

Figure 8.2: Dependence triangle of field variables.

It clearly shows that in the linear case the electric and magnetic fields can be solved
independently of the thermal field. In the matrices there is no coupling of the thermal
field either to the electric field, or to the magnetic field. Hence, the heat conduction
equation can be solved in a post-processing step. The advantage is the ability to solve
two smaller systems of equations. This means that the time interval must be computed
twice with a time integration method. Since the heat conduction equation is subsequently
solved after the electromagnetic field, it must use the exact same time steps or hunter
time step sizes as the electromagnetically coupled system, see Figure 8.3.

Figure 8.3 is an example of the time pathway of the various fields shown, wherein the
thermal field must be solved at the time points tn, or optionally, intermediate values can
be interpolated for the electric field. It must be considered that the total electrical energy
can only be converted into thermal energy if the time step is chosen correspondingly
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•

Figure 3: a) Axisymmetric depiction of the shaft, b) section of the shaft with coordinates (r, z), c)
dimensions (in millimeters) of the model and d) Dirichlet and Neumann boundary conditions

by quadrilateral Lagrange finite elements of polynomial degree p = 2. Furthermore,
the present example is used to study the family of discontinuous pt-Galerkin time
integration scheme with respect to robustness and order of accuracy. The necessary
temperature dependent material parameters of the steel, air and copper are given in [10].

4.2 ELECTROMAGNETIC-THERMAL SOLUTION

Figure 4 shows an exemplary result of the electric, magnetic and thermal field. Therein
it can be seen, that the electric and magnetic waves spread symmetrically starting at
the induction coils and their influence decreases in all directions. While the magnetic
field effects the whole steel shaft, the electric field penetrates the steel shaft only in the
outer layer. Moreover, within certain time intervals almost the entire middle part of
the steel shaft is effected by the electric field and consequently also by the source term
distribution. In Figure 5 the evolution of the temperature distribution over the course
of time is depicted. Figure 6 demonstrates the solution (Point is indicated as a blue
dot in Figure 3 c) ) of the field variables and its time derivatives. The lowest possible
temporal polynomial degree is pt = 2, which means that the primary variables are of
quadratic nature, the first time derivative has a linear approximation and the second
time derivative maintains a constant value throughout each time element. It can be
seen, that the solution of the field variables and its time derivatives are improved with
a decreasing time step size. The jumps between the time elements decreases also with a
decrease in the time step size. Figure 7 illustrates with an increasing polynomial degree
an improvement of the quality of the solutions. A significant improvement can be seen
in the second time derivative, because a linear approximation is now reached. Also a
significant drop in the jumps between the polynomial degrees can be observed.
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Figure 8.7: The electric field ‖E‖, the magnetic field ‖B‖ and the temperature field Θ at
time t = 30µs with time step size ∆t = 1µs.

at this point in time. Since the electric and magnetic fields have a harmonic solution,
both fields are unchanged. In contrast, the thermal field indicates an increase in the tem-
perature. The coils, due to the constant water cooling, remain at approximately ambient
temperature, while in the shaft, a temperature increase is observed. The highest temper-
ature is prevalent in the outer region of the steel shaft, and decreases towards the core.
Likewise, a steeper gradient can be seen in the vertical direction. The strongest heating
in the steel shaft in the vertical direction occurs in the area of the induction coil, while
above and below the induction coil a rapid decrease in temperature is noticeable.

8.1.2 Influence of Parameter Properties

The heating of a steel shaft by means of induction coils is affected by several parameters.
On the one hand the external parameters of the induction coil can be modified in such
a way that the current intensity or the frequency of the current can be changed. On the
other hand, the material properties of the steel can also affect the desired heating.

Figure 8.9 illustrates the spatial discretization of the electric (left), magnetic (center) and
thermal (right) fields with the spatial polynomial degree p = 2 for two different frequencies
in the steel shaft. The solution of the electric field is shown at the time of the first peak
of the harmonic oscillation, at t = 30 µs. The magnetic field demonstrates the solution
at the same time. Since a temperature development throughout the steel shaft is not yet
apparent after this short period of time, the solution of the temperature field is shown
after 10 seconds. The number of elements in this case is only the number of elements in the
steel shaft in the radial direction. The remaining domain has the same discretization in
all cases. The applied frequency f = 810 Hz (above) shows the same result for all selected
mesh refinements. In contrast, minimal differences appear between the mesh refinements,
at the frequency f = 8100 Hz with the lower penetration depth. On closer inspection of

212

Figure 4: The electric field E, the magnetic field ‖B‖ and the temperature field Θ at time t = 30µs

8.1 Inductive Heating of a Steel Flange in the Linear Case
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Figure 8.14: Temperature development in the steel shaft, in longitudinal section, as a
function of various parameters: Varying parameters of Table 8.1: a) J0 =
2500 A, f = 8100 Hz, µr = 1600 for steel, b) J0 = 5000 A, f = 8100 Hz,
µr = 1600 for steel, c) J0 = 5000 A, f = 8100 Hz, µr = 1 for steel and d)
J0 = 5000 A, f = 810 Hz, µr = 1600 for steel.

217

Figure 5: Chronological sequence of the temperature distribution in the steel shaft.

4.3 ERROR ANALYSIS

The improvement in the solutions with a decreasing time increment an/or the polyno-
mial degree can also be confirmed with the help of the residual error estimator. Figure
8 illustrates the residual error for the quadratic (left) and cubic (middle) approach. It
can be seen, that the error becomes smaller with the time step size and it decreases for
the same time increment with an increase of the temporal polynomial degree. The local
order of convergence can be seen on the right hand side in Figure 8. The discontinuous
Galerkin methods demonstrate for different polynomial degrees a local order of O(∆t3),
O(∆t4) and O(∆t5). The residual error estimator of the discontinuous Galerkin method
has with the initial outer flux vector r(t = t0) as the reference (25) measure accordingly
a local order of convergence of O(∆tpt+1) . Thus, the residual error estimator provides a
global order of convergence of O(∆tpt).

5 CONCLUSION

In this paper the residual error for the inductive heating process with the Galerkin
method was shown. Therefore, the Maxwell equations and the heat conduction equation
were derived for the coupled electric, magnetic and thermal field. In the next step the p
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Ë
[

GV

ms2

]50

100

150

200

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

#10 -3

-300

-200

-100

0

100

200

300

0 0.1 0.2 0.3 T [ms] 0.7 0.8 0.9 1.0
−300

−200

−100

Bz [T]

100

200

300

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

#10 -3

-1.5

-1

-0.5

0

0.5

1

1.5 #107

0 0.1 0.2 0.3 T [ms] 0.7 0.8 0.9 1.0
−15

−10

−5

Ḃz
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Ḃr

[
mT

s

]5
10

15

20

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

#10 -3

-1.5

-1

-0.5

0

0.5

1

1.5 #1012

0 0.1 0.2 0.3 T [ms] 0.7 0.8 0.9 1.0
−1.5

−1

−0.5

B̈r

[
GT

s2

]
0.5

1

1.5

dG(3) method

∆t = 50µs
∆t = 10µs
∆t = 5µs

t. gleim @ GACM 2017Ü ÜHigh-Order Accurate Time Integration Methods for Electromagnetic-Thermal Analysis

inductive heating - time integrationÜ 34

Figure 6: Time sequence of the field varialbes and their time derivatives using the discontinuous
Galerkin method dG(2)
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Ė
[

mV

ms

]0.5

1.0

1.5

2

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

#10 -3

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2 #1011

0 0.1 0.2 0.3 T [ms] 0.7 0.8 0.9 1.0
−200

−150

−100

−50

Ë
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Ḃz

[
mT

s

]
5

10

15

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

#10 -3

-1.5

-1

-0.5

0

0.5

1

1.5 #1012

0 0.1 0.2 0.3 T [ms] 0.7 0.8 0.9 1.0
−1.5

−1

−0.5

B̈z

[
GT

s2

]
0.5

1

1.5

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

#10 -3

-400

-300

-200

-100

0

100

200

300

400

0 0.1 0.2 0.3 T [ms] 0.7 0.8 0.9 1.0
−400

−300

−200

−100

Br [T]

100

200

300

400

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

#10 -3

-2.5

-2

-1.5

-1

-0.5

0

0.5

1

1.5

2

2.5 #107

0 0.1 0.2 0.3 T [ms] 0.7 0.8 0.9 1.0
−20

−15

−10

−5

Ḃr
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Figure 7: Time sequence of the field varialbes and their time derivatives using the discontinuous
Galerkin method dG(3)

finite element method was used for spatial discretization and discontinuous pt-Galerkin
time integration schemes were presented within a generalized framework. Solutions of the
inductive heating process for the electromagnetic and thermal field were demonstrated.

10



Tobias Gleim1 and Detlef Kuhl2

• X

u0

u̇0

u1 un un+1

u
∆t/m
1 u

∆t/m
n u

∆t/m
n+1

∆t

∆t

m

u0, u̇0

ü0
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ü1

un
u̇n
ün

un+1

u̇n+1

ün+1
∆t

e1 en en+1

embedded error estimator

residual error estimator

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

#10 -3

10 -12

10 -11

10 -10

10 -9

10 -8

10 -7

10 -6

10 -5

10 -4

10 -3

10 -2

0 1 2 T [ms] 3 4 5
10−12

10−10

10−8

η

10−6

10−4

10−2

∆t = 50µs
∆t = 10µs

∆t = 1µs
∆t = 0.1µs

DIRK(2) method

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

#10 -3

10 -12

10 -11

10 -10

10 -9

10 -8

10 -7

10 -6

10 -5

10 -4

10 -3

10 -2

0 1 2 T [ms] 3 4 5
10−12

10−10

10−8

η

10−6

10−4

10−2

∆t = 50µs
∆t = 10µs

∆t = 1µs
∆t = 0.1µs

DIRK(3) method

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

#10 -3

10 -10

10 -8

10 -6

10 -4

10 -2

100

102

0 1 2 T [ms] 3 4 5
10−10

10−8

10−6

η

10−2

100

102

∆t = 50µs
∆t = 10µs

∆t = 1µs
∆t = 0.1µs

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5

#10 -3

10 -10

10 -8

10 -6

10 -4

10 -2

100

102

0 1 2 T [ms] 3 4 5
10−10

10−8

10−6

η

10−2

100

102

∆t = 50µs ∆t = 10µs

∆t = 1µs ∆t = 0.1µs

local order of convergence

mean η̄mean

h-methodembedded error estimator

linear relationship
log η = a+ b log ∆t

rate of convergence
η ∼ ∆tb

local order of convergence

mean η̄mean

h-methodresidual error estimator

linear relationship
log η = a+ b log ∆t

rate of convergence
η ∼ ∆tb

10 -7 10 -6 10 -5 10 -4
10 -14

10 -12

10 -10

10 -8

10 -6

10 -4

10 -2

100

10−7 10−6 ∆T [s] 104

10−14

10−12

10−10

10−8

η̄mean

10−4

10−2

100

1

3.0

NEWMARK-α

10 -7 10 -6 10 -5 10 -4
10 -14

10 -12

10 -10

10 -8

10 -6

10 -4

10 -2

100

10−7 10−6 ∆T [s] 104

10−14

10−12

10−10

10−8

η̄mean

10−4

10−2

100

1.95

1

3.0

1

1

3.86

DIRK(1)
DIRK(2)
DIRK(3)

DIRK

10 -7 10 -6 10 -5 10 -4
10 -14

10 -12

10 -10

10 -8

10 -6

10 -4

10 -2

100

10−7 10−6 ∆T [s] 104

10−14

10−12

10−10

10−8

η̄mean

10−4

10−2

100

4.75

1

5.92

1

1

8.01

dG(2)
dG(3)
dG(4)

dG(pt)

10 -7 10 -6 10 -5 10 -4
10 -10

10 -8

10 -6

10 -4

10 -2

100

102

10−7 10−6 ∆T [s] 104

10−10

10−8

10−6

η̄mean

10−2

10−0

102

1.98

1

1

3.0

DIRK(2)
DIRK(3)

DIRK

10 -7 10 -6 10 -5 10 -4
10 -10

10 -8

10 -6

10 -4

10 -2

100

102

10−7 10−6 ∆T [s] 104

10−10

10−8

10−6

η̄mean

10−2

10−0

102

2.99

1

4.0

1
1

4.96

dG(2)
dG(3)
dG(4)

dG(pt) • Monolitischer Ansatz benötigt
aufgrund des elektromagnetischen
Feldes sehr kleine Zeitschrittweiten

• Partitionierter Ansatz in nichtlinearer
Problemstellung mit adaptiver
Strategie ist möglich

• Monolitischer und partitionierter
Ansatz führen zu ähnlichen
Ergebnissen

• Doppeltlogmeanisches Diagramm
zeigt für die Zeitintegrationsverfahren
und entsprechende Fehlerschätzer
die jeweilige Konvergenzordnung

t. gleim @ GACM 2017Ü ÜHigh-Order Accurate Time Integration Methods for Electromagnetic-Thermal Analysis

inductive heating - error analysisÜ 35

8.3 Conclusion

10 -7 10 -6 10 -5 10 -4
10 -10

10 -8

10 -6

10 -4

10 -2

100

102

DIRK - embedded error

10−7 10−6 ∆t[s] 10−5 10−4
10−10

10−8

10−6

mean(e)

10−2

100

102

1.98

1

1

3.0

DIRK(2)

DIRK(3)

10 -7 10 -6 10 -5 10 -4
10 -10

10 -8

10 -6

10 -4

10 -2

100

102

dG - residual error

10−7 10−6 ∆t[s] 10−5 10−4
10−10

10−8

10−6

mean(e)

10−2

100

102

2.99

1

4.0

1

1

4.96

dG(2)

dG(3)

dG(4)

Figure 8.44: The local order of convergence of the embedded error of the Runge-Kutta
methods (left) and the order of convergence of the residual error of the dis-
continuous Galerkin method for the polynomial degrees pt = 2 to 4 (right).

thousands of elements and the diminution of additional degrees of freedom for all compo-
nents of the electric and magnetic fields. The main observations from these simulations
are recapitulated in the following:

• By derivation of the linear coupled system of equations it can be noted that the re-
sulting equations in the linear case exhibit a unilateral coupling between the electric
and magnetic fields and a prevailing unilateral coupling of the electrical field to the
thermal field, due to constant material parameters. This makes it possible to solve
this problem in different ways.

• On the one hand there is the option of solving the electromagnetic problem in
a pre-analysis in the time domain and then to resolve the thermal field in a post-
processing step, using the results of the electric field. The better and faster way is to
solve the electromagnetic problem with the approach of a harmonic solution so that
the electromagnetic equations only need to be solved once and can be determined
for any point in time using the exponential approach.

• However, in the second possibility it has to be taken into consideration that although
arbitrarily selected time increments can solve the electric and magnetic field for the
corresponding time steps correctly, it may happen that an artificial energy loss
occurs due to the arbitrarily selected time step sizes in the thermal field.

• The third possibility is to solve the thermal field with the aid of the root mean
square value of the electric field. This has the great advantage that the equation is
independent of the applied frequency and thus it can be solved using any possible
time increment for the heat conduction equation.

Accordingly, investigations were carried out with respect to the coupling strategies pre-
sented and studies were conducted regarding the influence of the material parameters.
Also the influence of the spatial discretization and the spatial polynomial degree of the
shape functions are performed under the circumstances of the change in the material
parameters on the primary variables.

245

Figure 8: Residual error of dG(2) (left) and dG(3) (middle) of all fields added together and plotted over
time for different time step sizes and local order of convergence for different polynomial degrees (right)

Additionally, numerical studies were carried out to show the dependency of the conver-
gence rate on the polynomial degree pt and the time step size ∆t. These analyses have
demonstrated that the applied Galerkin time integration schemes lead to robust and
higher order accurate numerical simulations of induction heating. Furthermore, the ability
of the present Babuška & Rheinboldt type error estimator to predict the time inte-
gration error and, consequently, the convergence rate of the investigated time integration
methods was illustrated.
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