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Abstract. This paper reports on a comparative study of different near-wall modeling
approaches in the context of large-eddy simulations (LES) under non-equilibrium flow
conditions. For this purpose several LES with near-wall modeling of an inclined im-
pinging jet at moderate Reynolds number of Re = 5000 are conducted and results are
compared with near-wall flow statistics of a direct numerical simulation (DNS) dataset.
Two commonly used wall stress models based on semi-logarithmic variation of the near-
wall velocity, an advanced wall stress model that includes pressure gradient effects, a two
layer approach and an improved delayed-detached eddy simulation method (IDDES) are
evaluated. Thereby, it turned out that classical near-wall modeling treatments based on
semi-logarithmic variation of the near-wall velocity do not apply under non-equilibrium
flow conditions. In contrast, IDDES, two layer models as well as advanced wall function
approaches that include pressure gradient effects are able to predict the near-wall flow
statistics along with wall shear stresses properly. Furthermore, advanced wall function
approaches exhibit significant lower computational cost compared to IDDES or two layer
models. Because of this and due to their apparent simplicity, advanced wall functions
might be a promising approach for near-wall modeling in real engineering applications.

1 INTRODUCTION

Impinging jets are used in a variety of engineering applications like cooling of gas
turbine blades or electronic components because such flow arrangements provide a very
effective and flexible way to transfer thermal energy between a target surface and a fluid.
Given their practical relevance, several jet geometries and flow conditions were examined
with the goal to identify preferred operating conditions along with guidelines for their
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practical usage. Reviews of experiments, numerical studies and empirical correlations of
impinging jet flows are provided by [1, 2] and others.

Characterized by strong flow/wall interaction processes, impinging flows feature very
complex flow properties including the presence of stagnation point, shear boundary layer
development, and strong streamline curvature [3], fundamentally different to those found
in equilibrium boundary layer flows like turbulent pipe or channel flows. In the case of
equilibrium boundary layers, the ratio of streamwise pressure gradient and wall shear
stress is a constant and therefore a single velocity scale (i.e. the friction velocity) exists
(see e.g. [4]). In contrast, in impinging flows an adverse non-streamwise pressure gradient
force acts on the boundary layer and turbulence is predominantly imposed by the free
stream and not wall shear generated as it is the case in equilibrium flows. Consequently,
impinging boundary layers are highly non-equilibrium and no single velocity scale exists.

On the numerical modeling side, LES can provide insight into the complex flow dy-
namics of impinging flows. However, LES experiences severe shortcomings in dealing
with near-wall dominated flows unless very fine grids are used in the vicinity of the wall.
Thereby, in the so called wall-resolved LES approach, turbulent flow structures are fully
resolved within the boundary layer resulting in very high computational cost. Therefore,
due to limited computing power, it is common practice in LES to use a near-wall mod-
eling approach to reduce the required computational effort, especially in the case of high
Reynolds number flows where the boundary layer close to the wall becomes very thin. In
general, these LES near-wall modeling approaches can be divided into wall shear stress,
two layer and hybrid RANS/LES methods (see e.g. [5]).

Regarding wall shear stress models the very thin boundary layer at the wall is bridged
with a single cell and suitable assumptions are made about the near-wall velocity profile
in order to obtain the required wall shear stress. Because of bypassing the inner layer, the
computational costs of this approach is noticeably lower than in wall-resolved LES and
also lower compared to other near-wall modeling strategies like two layer models or hybrid
RANS/LES. Classical wall function formulations are based on semi-logarithmic variation
of the near-wall velocity like Spalding’s wall function [6] or the approach proposed by
Werner and Wengler [7]. However, it is well known that such simplified formulations do not
apply under non-equilibrium flow conditions as apparent in impinging flows. To overcome
this weakness, advanced wall treatments like generalized or analytical wall functions [8, 9]
can be used that includes additionally pressure gradient effects.

In the case of two layer methods, a mesh with fine resolution is embedded between the
matching location of the outer mesh and the wall. At the embedded mesh a simplified
set of RANS-based turbulent boundary-layer equations are solved where the required wall
shear stress is calculated and used as wall boundary condition for the LES calculation
on the overlapped outer mesh. Pressure gradient effects are taken into account from
the solution of the RANS-based turbulent boundary-layer equations. Therefore, as it is
the case for advanced wall functions, two layer models are able to capture some non-
equilibrium effects. However, as it was observed in many numerical studies (e.g. [10]),
two-layer models tend to overpredict the skin friction, which is caused by the addition of
the resolved turbulent stress. Moreover, it should be noted here, that the generation of
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two separate numerical grids can be challenging in the case of complex geometries.

In the last approach, the so called hybrid RANS/LES modeling, RANS equations are
numerically solved in the inner layer, while LES equations are solved away from the wall.
Several strategies can be used to switch between one model and the other, such as chang-
ing the length scale from a RANS mixing length scale to a grid size related length scale,
or using a blending function to merge the RANS and sub-grid scale eddy viscosities [5].
In contrast to wall-resolved LES, where the grid has to be refined isotropically in all three
directions in the vicinity of the wall, hybrid RANS/LES requires only grid refinement in
wall-normal direction, leading to a significant reduction in the computational cost [11].
Prominent examples of hybrid RANS/LES models are detached-eddy simulations (DES),
very large-eddy simulations (VLES) or scale-adaptive simulations (SAS). Models of this
type perform well in cases with mean-flow perturbations (adverse pressure gradients, sep-
aration), but can mismatch for flows with attached, thin shear layers, where the instability
mechanisms are comparatively weak, as shown by [12].

Although numerous LES near-wall modeling approaches were proposed in the liter-
ature, it is worth mentioning that an assessment of the prediction accuracy and com-
putational cost of these models regarding impinging flows among other complex flow
situations are rarely reported in the literature. This motivates the present work, which
reports on a comparative study of different near-wall modeling approaches in the context
of LES under non-equilibrium flow conditions. For this purpose several LES with near-
wall modeling of an inclined impinging jet at moderate Reynolds number of Re = 5000
are conducted and results are compared with near-wall flow statistics of a DNS dataset
[3]. Two commonly used wall stress models based on semi-logarithmic variation of the
near-wall velocity [6, 7], an advanced wall stress model that includes pressure gradient
effects [8], a two layer approach based on the Spalart-Allmaras RANS model [13] and an
improved delayed-detached eddy simulation method (IDDES) [14] are evaluated.

This paper is organized as follows. At first, the LES method and the near-wall modeling
approaches are briefly described in section 2. Then, the numerical test case, an inclined
impinging jet on a solid surface, and the numerical procedure are introduced in section
3. A validation of the near-wall modeling approaches under equilibrium flow conditions
(fully developed turbulent channel flow at Re, = 2003) is given in section 4. Subsequently,
the results of the evaluation study for non-equilibrium fluid flow conditions are presented
in section 5. Section 6 deals with a comparison of the computational cost of the different
LES near-wall modeling approaches. Finally, some concluding remarks are provided in
the last section.

2 METHODS

In this section, the LES and RANS equations applied to solve the turbulent flow field
of the inclined impinging jet are introduced. Then, the near-wall modeling approaches
used in the present study are briefly described.
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2.1 LES and RANS equations

In the case of turbulent flow with constant physical properties and no body force the
continuity and momentum equations with respect to RANS and LES read:

U,
U, & —— o 0 or, o0,
ot an U = o T ((””t) (axj * 8xi))’ 2)

where U; is the velocity field, p the kinematic pressure, and v the kinematic viscosity.

In the context of LES, (:) in equations 1 and 2 denotes filtered quantities, and v,
represents the subgrid-scale eddy viscosity. Regarding RANS, U denotes time-averaged
quantities, and v; is the turbulent eddy viscosity. In this work, the Wall-Adapting Local
Eddy-Viscosity model (WALE model) [15] is selected to close the LES equations. Regard-
ing RANS, the Spalart-Allmaras model [13] is used to close the RANS equations. The
different near-wall modeling approaches to describe the boundary layer in the vicinity of

the wall are described in the following.

2.2 Near-Wall Modeling: Wall Shear Stress Models

As mentioned above, the basic idea of wall shear stress models are to make suitable
assumptions about the near-wall velocity profile in order to obtain the required wall shear
stress 7,,. The most well-known assumption about the near-wall velocity profile is the law
of the wall, which is based on equilibrium flow and reads:

1
Ut =y (near-wall region) U = —Iny" +5.2 (log law region), (3)
K

where k = 0.41 is the Kérman constant. UT = U/u, and y* = u,y/v denote the velocity
and the distance from the wall in wall units.

Based on the law of the wall, Spalding proposed a single formula for the whole boundary
layer which includes viscous sublayer, buffer layer and inertia sublayer as [6]:

U+)? U+)3 U+)4
yt=U"+0.1108 (exp(nUﬂ —1.0-rU" — </€2| S <H3' S _ (H4| ) ) ; (4)

whereby the wall stress can be obtained by a iterative procedure. A similar approach was
proposed by Werner and Wengle [7], in which an analytical integration of a power-law
near-wall velocity distribution resulting in the following expressions for the wall stress:

210 for [U| < 5% ATF
2
Tw = _p B \1TB O\ B +B L a2 ()
{%Aw (&) +=2(%) |U|} for [U] > 5% AT5,

where A = 8.3, B =1/7 and Ay is the distance between the first cell center and the wall.
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As it can be seen from equations 4 and 5, both, Spalding’s wall function and the
approach of Werner and Wengle do not consider the effect of pressure gradients. To
overcome this weakness, Shih et al. [8] proposed an extended formulation that includes
the effects of the pressure gradient. Thereby, the velocity U is decomposed into two parts:

U= U, +U,. (6)

Here, U, depends only on the wall stress 7,, while Us is related to the streamwise pressure
gradient dP, /dz near the wall. Shih et al. proposed then the following formulations:

7+)2 U+)3 U
yi— = U1+ + 0.1108 (exp(/@Ul‘F) —1.0— /iU1+ _ (K 2} ) _ (K 3} ) B (“4} ) ) , (7)

(y;)? = Uy + 0.0408 [exp(Uy /5.0 — 1.0 — Uy /5.0)] , (8)

where U" = Uy/u., yf = yu, /v, U = 2Us/u, and y = yu,/v. w, is calculated as
u, = [(v/p)|dp,/dz|]*/® and u, is obtained by expression 7 using an iterative procedure.
Using both velocity scales, the resulting velocity at the first grid point at the wall results
from equation 6. A detailed description of the entire procedure can be found in [§].

2.3 Near-Wall Modeling: Two Layer Model

In the two layer approach, a mesh with fine resolution is embedded between the match-
ing location of the outer mesh and the wall [17]. In the present study, the Spalart-Allmaras
[13] model are applied to solve the inner layer on the embedded mesh which reads

O O - Ch1 7\’
E + Uja—% = Cb1<1 - ft2)SV - [CW1fw - ?fﬂ} (a)
17 8 . Ov ov ov
+ p [8_903 ((I/+V) O_x]) +Cb28_xi8mj ) (9)

where the turbulent eddy viscosity is calculated as v; = U f,;. The model coefficients em-
ployed in the present study can be found in [13]. On the outer layer, the LES equations
are solved using the WALE model [15]. Thereby the resolved velocity and pressure gradi-
ent from the LES serve as boundary condition for the inner layer RANS. Finally, the wall
stress from the RANS is returned as wall boundary condition for the LES calculation.

2.4 Near-Wall Modeling: Improved Delayed Detached-Eddy Simulation

Following the procedure described in [14], a hybrid turbulent length-scale based on the
blending of the RANS and LES length-scales are used in the improved delayed detached-
eddy simulation (IDDES) approach. The length scale is given as:

i: fh(]- + frestm"e\lj)lRANS + (]- - fh)qleE5’7 (10)

where [rans is a RANS-based turbulent length scale and [pgg is a grid-based length scale.
In the case of Spalart-Allmaras model as applied in the present study, the RANS-based
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length scale equals the distance to the wall lgans = d,,. The grid-based length scale is
calculated as [pps = CppsA, where A is the grid width defined as A = (AxAyAz)l/g’ and
CpEgs is a constant given as Cpgs = 0.65. In the IDDES approach, the blending function
fr is defined in such a way that [gans is used in regions with low mesh resolution (primarily
close to the wall) and Ipgs in region where the grid resolution is sufficient fine for LES
(away from the wall). A detailed description of the model can be found in [14].

3 Configuration and numerical Procedure

In accordance with the DNS study [3], a turbulent jet impinging on a 45°-inclined
solid surface at Re = 5000 is investigated. Figure 1 (A) shows a contour plot of the
instantaneous magnitude velocity |U| at mid-plane section of the jet. Notice that an
additional coordinate system is introduced with 7 representing the wall-normal direction
and ( is the direction along the wall with the origin located at the stagnation point.

1Ulinm/s

I 1.875

1.25
I 0.625
0.000

FIGURE 1. Snapshot of the magnitude velocity at mid-plane section (A) and a represen-
tation of the numerical grid (B) of the inclined impinging jet configuration.

[ outer region

@ near-wall region

In the test section, a turbulent stream of dry air (7' = 290K, p = latm, Re = 5000)
leaves a square nozzle (diameter d = 40mm) and is blocked after a distance of 1D by a
45°-inclined wall. Thereby, due to a turbulence generating grid located inside the nozzle
(not shown here), the jet stream appears highly turbulent (turbulent intensity of 10%)
and is not fully developed when it leaves the nozzle (see [3]). Further downstream, the
main flow is divided into two opposed jet streams directed outward along the solid surface.
As it can be seen in figure 1 (A), different flow situation associated with a characteristic
near-wall behavior occur within this configuration, namely, (I) a wall-jet in main flow
direction that resembles an equilibrium boundary layer, (IT) a stagnation region with
high non-streamwise pressure gradient force and (III) an opposed wall-jet region, where
the fluid is subject to a strong acceleration, stretching and recirculation.

An illustration of the block-structured numerical grid used in the present study is
shown in figure 1 (B). The grid is divided into an outer region and a near-wall region.
The spatial resolution of the outer region is identical for all near-wall modeling approaches
and consists of 86,677 control volumes. The resolution of the near-wall region depends on
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the particular near-wall modeling approach applied. In this respect it is worth mentioning
that a non-dimensional wall distance parameter to describe the near-wall resolution is not
meaningful in the case of impinging flows since no single velocity scale exists. Therefore,
for comparison reasons, the number of grid points in wall normal direction N,, within
the near-wall region and the wall distance of the first grid cell at the wall n,, are used to
characterize the near-wall resolution. Characteristic quantities of the numerical grids in
respect to the particular near-wall modeling approaches are summarized in table 1.

TABLE 1. Spatial resolution of the numerical simulations. N: total number of cells; N;:
number of cells of the near wall region; N,: number of cells in wall normal direction
within the near-wall region; n,,: wall distance of the first grid cell at the wall.

wall function two layer IDDES
N 90,941 103,733 99,469
N; 4,264 12792 12792
Ny, 2 6 6
Thw 0.50-1.25mm 0.11-0.28mm 0.11-0.28mm

Regarding the inlet condition at the nozzle exit section, realistic inflow data from the
DNS study [3] are utilized. Therefore, the turbulent velocity field is recorded in the DNS
at the nozzle exit section and stored for each time step in a database. These dataset is
interpolated in space and time to match the inlet of the LES simulation. At the outflows,
a velocity inlet/outlet condition is used to allow backflow into the computational domain.
Thereby, the internal cell value is used in the case of inflow and Neumann condition is
applied in the case of outflow. At the walls, no-slip condition is utilized.

LES with near-wall modeling is performed using the standard solver pimpleFoam of
the open source C++ library OpenFOAM 2.4.0. The considered near-wall modeling
approaches are added to the source code. A second order central differencing scheme is
applied for the convection terms and a second order conservative scheme is used to solve
the Laplacian terms. A second order backward integration method is utilized for the time
derivative terms. Thereby, the time step is chosen small enough to ensure that the CFL-
number remains smaller than one. Convergence of the iterative procedure is obtained if
all normalized residuals are smaller than 1078,

4 PREDICTION ACCURACY: EQUILIBRIUM CONDITIONS

At first the prediction accuracy of the models under equilibrium flow conditions is
examined. For this purpose, LES with near-wall modeling of a fully developed channel
flow at Re, = 2003 is conducted and results are compared with a DNS of [18]. The
dimensions of the domain are given as 100 x 26 x 256 in spanwise, wall-normal and
streamwise direction, respectively, where ¢ is half the channel height. In the case of wall
shear stress models the spatial resolution is selected as (Az™, yf, AzT) = (200,80, 200)
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resulting in 1,250,000 cells. Regarding the two layer modeling approach the resolution
of the outer mesh equals the numerical grid used for the wall shear stress models. The
embedded mesh is located at y* = 720 and consists of 725,00 cells. For the IDDES,
the mesh resolution is chosen as (Az™, yf, Az™) = (200, 1,200) with a total number of
cells of 2,375,000. Results of the predicted mean and rms velocities along the wall-normal
direction in comparison with the DNS data are shown in figure 2.

<
©
o =
< 3
3 © ]
- o
= A DNS E._
h —— LES with wall function of Shih et al. j
LES with wall function of Spalding
o —— LES with wall function of Werner&Wengle
o | —— Two layer model
| —— |IDDES
o |
d 1 T T T T
0.0 0.2 0.4 0.6 0.8 1.0
y/d
(A) (B)

FIGURE 2. Profiles of predicted mean and rms velocities along the wall-normal direction
using different LES near-wall modeling approaches. Comparison with DNS data of [18].

As it can be seen in figure 2 (A) predicted mean velocities are in good agreement for
all LES near-wall modeling approaches. Similar results are obtained for the rms velocity
profiles. However, the peak values of the rms velocities are slightly shifted away from the
wall and values at the outer region are underestimated, which holds for all models.

Finally, predicted wall shear stresses of the different near-wall modeling approaches are
compared with the DNS value in table 2.

TABLE 2. Predicted wall shear stresses in comparsion with the DNS value.

Shih Spalding ~ Werner&Wengler two layer IDDES
Tw/TENS 0.91 0.86 0.91 1.03 0.73

w

Obviously, the wall shear stress is slightly overestimated by the two layer model and
underestimated by the wall function and IDDES approaches. Best agreement is given by
the two layer model, while the IDDES method reveals largest discrepancies.

5 PREDICTION ACCURACY: NON-EQUILIBRIUM CONDITIONS

After examining the performance of the LES near-wall models for equilibrium condi-
tions, their prediction accuracy under non-equilibrium conditions is analyzed now. For
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this purpose, figure 3 shows predicted wall-parallel (A) and wall-normal (B) mean veloci-
ties at several wall-normal traverses ((/D = —0.5,0,0.25,0.5,1) of the inclined impinged
wall in comparison with the DNS dataset of [3]. The corresponding rms wall-parallel and
wall-normal velocity components are depicted in figure 3 (C) and (D), respectively.
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FIGURE 3. Time-averaged and rms wall-parallel (A), (C) and wall-normal (B), (D)
velocity components divided by the bulk velocity of the jet at several wall-normal traverses
(legend see figure 2).

Just as under equilibrium conditions, predicted mean velocity profiles agree very well
with the DNS data. This holds for all LES near-wall modeling approaches under con-
sideration. A similar conclusion can be drawn for the wall-parallel and wall-normal rms
velocity profiles as shown in figure 3 (C) and (D), respectively. Here, deviations be-
tween the different LES near-wall modeling approaches are slightly higher, however all
the models give reasonable results.

Figure 4 shows the predicted wall shear stresses along the wall-parallel direction ¢ at
x/D = 0 (at the stagnation region of the jet) in comparison to the DNS data of [3].
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FIGURE 4. Predicted wall shear stress along the wall-parallel direction ¢ at /D = 0 in
comparison to the DNS data of [3]. (legend see figure 2)

As it can be clearly seen in figure 4, the classical wall function formulations based on
a semi-logarithmic variation of the near-wall velocity (Spalding [6] and Werner& Wengle
[7]) underestimate the wall shear stress considerably and as a result do not apply under
non-equilibrium conditions with strong non-streamwise pressure gradients. In contrast
to these, the advanced wall function by Shih et al. [§], the IDDES method [14] and the
two layer model do not show such a unphysical behavior. All these models are able to
predict the wall shear stress around the stagnation point properly (as well as apart from
it) and might be therefore a promising approach for near-wall modeling under such flow
conditions.

6 COMPUTATIONAL COST

One of the key objectives by using near-wall modeling is to reduce the computational
effort of a LES to allow the calculation of high Reynolds number flows. Therefore, it is
of practical interest to address the required computational cost to achieve an acceptable
prediction accuracy. For this purpose figure 5 shows the required relative computational
cost of the different LES near-wall modeling approaches for the turbulent channel test case
(A) and the inclined impinging jet configuration (B) with regard to the computational
cost required by using Spalding’s wall function. The computational cost is estimated on
a Linux 3.10.0-514.26.1.e17.x86_64 Red Hat 4.8.5-11 (x86_64) system using an Intel(R)
Xeon(R) CPU X5660 with 2.80GHz and 48GiB RAM. 6 CPU-cores were used and the
maximal CFL-number was set to 0.3.

Regarding the channel flow test case at high Reynolds number (figure 5 (A)), the com-
putational cost is low for wall shear stress models and up to four times higher for the
IDDES and two layer approaches. This picture changes in the case of the inclined im-
pinging jet configuration. Here, all LES near-wall modeling approaches exhibit a similar
computational cost due to the moderate Reynolds number. Therefore, it can be concluded
that especially for high Reynolds number flows, wall shear stress models are less compu-
tational expensive than other LES near-wall modeling approaches, while in the case of

10



Y. LI, F. RIES , K. NISHAD AND A. SADIKI

o
0 o
(2] [%2]
2} &
3 3
[ O 10 |
© © ~
c [
o o
=M =
8 8
2 >
Q Q
€ o - IS
Q Q
o 5]
o )
= =
— T “—
© ©
o o
o -
S s < X @6
2N y N e O
Qa \“e‘ e(\Q\e' \No\'b 6@\ ©

F1GURE 5. Relative computational cost of different LES near-wall modeling approaches
for the turbulent channel test case (A) and the inclined impinging jet configuration (B)
with regard to the computational cost required by using Spalding’s wall function.

moderate Reynolds numbers all models are similar CPU-intensive.

7 CONCLUSIONS

Several LES near-wall modeling approaches have been evaluated for equilibrium and
non-equilibrium boundary layers. For this purpose LES with near-wall modeling have
been conducted for a fully developed turbulent channel flow at a high Reynolds number
of Re, = 2003 and a turbulent jet impinging on a 45°-inclined solid surface at a moder-
ate Reynolds number of Re = 5000. Thereby, the prediction accuracy and the relative
computational cost of the different approaches have been determined. Some important
observations from this comparative study can be outlined as follows:

e Examining turbulent near-wall flow statistics, it turned out that wall shear stress,
IDDES and two layer models are able to predict mean and rms velocities appropriate
for both equilibrium and non-equilibrium boundary layers.

e Regarding wall shear stresses, advanced wall function approaches like the formula-
tion of Shih et al. [8], IDDES and two layer models are able to predict the wall
shear stress accurately for equilibrium and non-equilibrium boundary layers.

e Regarding the computational cost of different LES near-wall approaches, it appears
that especially for high Reynolds number flows, wall function models are less com-
putational expensive than IDDES or two layer models, while in the case of moderate
Reynolds number flows all these models are similarly CPU-intensive.
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