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Abstract. We report direct numerical simulations of a synthetic jet issuing in a quies-
cent environment performed by two widespread open-source computational fluid dynamics
(CFD) codes: Nek5000 and the OpenFOAM solver pimpleFoam. While the former em-
ploys a high-order spectral-element method, the latter is based on finite-volume, lower-
order schemes. The flow parameters are based on the experimental data of Yao et al.
(2006). The performances of the two codes are compared thoroughly, with regard to ac-
curacy as well as computational cost. Our computations show that Nek5000 is globally
more efficient than pimpleFoam for the problem under study.

1 INTRODUCTION

Synthetic jets are fluid mechanical devices employed in several technological applica-
tions, such as flow control, electronic cooling, jet vectoring, and many others [1–4].

The realization of a synthetic jet requires the design of an actuator which is capable of
generating a periodic alternation of fluid ejection and suction from a cavity. The result-
ing flow field is rather complex, being characterized by vortex formation and instability,
transitional behaviour, and fully-developed turbulent flow [5]. A thorough understanding
of the flow physics of the synthetic jet issuing in an external environment is essential to
properly calibrate the device for the relevant application. In recent years, massive exper-
imental [6–8] and computational [9–11] efforts have been made to this end. Overall, a
rather wide variation in the results has been observed, and it is not clear which specific
technique and modelling approach are the best suited in predicting the flow behaviour.
From a computational perspective, direct numerical simulation (DNS) is in principle the
method of choice to gather reliable insights into the flow physics; on the other hand, the
achievement of high-fidelity results at high computational efficiency is a key issue towards
the use of CFD for design and engineering purposes.

In this work, we report a comparison between direct numerical simulations of a syn-
thetic jet field, issuing in a quiescent ambient, performed by two popular open-source CFD
codes, Nek5000 and the OpenFOAM native solver pimpleFoam. The former employs a
high-order spectral-element method, whereas the latter is based on finite-volume, lower-
order schemes. The computational setup targets the experimental campaign described
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in Yao et al. [12]. Following the results by Kotapati et al. [13], a reasonably simplified
geometry of the device is adopted, whereas the flow non-dimensional parameters of the
simulations match the experiments. At first, the streamwise evolution of the flow field is
considered, with particular focus on the trajectory of the vortices expelled from the cavity
orifice. Then, time- and phase-averaged statistics in the streamwise and crosswise direc-
tions are analyzed. The code-to-code comparison and the agreement with experimental
data are discussed. Finally, the computational efficiency of the two codes is assessed for
different grid resolutions.

2 SETUP OF NUMERICAL SIMULATIONS

2.1 Computational model and boundary conditions

The computational domain used in the simulations is shown in Fig. 1, along with the
boundary conditions enforced on each boundary face. The domain comprises the cavity,
the orifice neck (having a slotted base), and the external field. The actuator geome-
try is a simple parallelepiped which can be fully characterized by four non-dimensional
parameters: aspect ratio lc/hc, slot height-to-width ratio l/h, cavity-to-slot width ra-
tio hc/h and slot spanwise aspect ratio Lz/h. In the present simulations of course this
last is a mere computational parameter. The current simulations employ lc/hc = 2.0,
l/h = 2.6, hc/h = 2.45 and Lz/h = 9. The other external field dimensions are chosen to
be Lx/h = Ly/h = 60.

On the bottom side of the cavity, xc, the diaphragm motion is mimicked by an oscilla-
tory boundary condition for the wall-normal velocity

U(x = xc, y, z, t) = Uw sin (2πft) , (1)

with f being the actuation natural frequency and t the time. It should be noted that the
enforcement of an autonomous oscillatory diaphragm motion corresponds to decoupling
the structural oscillator (diaphragm) and the acoustic (Helmholtz) one [14]. A no-slip
condition is used for all the other solid surfaces of the cavity and the external flat plate,
while the external field faces are modeled as outflow boundaries. The flow is assumed to
be homogeneous along the spanwise direction and thus periodic boundary conditions are
applied for the faces normal to z.

The computational parameters are chosen to match the experimental configuration
reported in Yao et al. [12], so that a reference solution is available. To allow for a fair
comparison, the modeling approach suggested in [13] is employed: while the cavity ge-
ometry is simplified (based on the results in [15]), the relevant nondimensional numbers
of the jet are matched between computation and experiments. The relatively high as-
pect ratio of the slot orifice used in the experimental campaign (AR = 28) justifies the
assumption of homogeneous spanwise flow. Furthermore, in experiments the diaphragm
was driven at a frequency close to its natural one, and sufficiently lower than the cavity
Helmholtz frequency, leading to a nearly incompressible operating regime [16]. Therefore,
the synthetic jet is assumed to be completely determined by the following parameters: a
properly defined jet velocity Uj, the orifice width h, the actuation frequency f and the
kinematic viscosity ν. Following [13], the velocity Uj is defined as
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Figure 1: Computational domain and boundary conditions used in the numerical simulations. The gray
patches are solid walls. An enlarged view of the cavity is shown in the right part of the figure.

Uj =
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∫ T/2
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∫
A

U(x = 0, y, z, t) dA dt , (2)

where A is the cross-sectional area of the slot and T = 1/f is the time period of the
jet cycle. Note that a simple relation between the velocity amplitude Uw and Uj can be
derived from the application of mass conservation, Uj = (2/π)Uw(hc/h). In the present
simulations, Uj is set to 1 for simplicity and Uw is obtained by the previous relation. The
remaining parameters are chosen to yield a Reynolds number Re = Ujh/ν = 1150 and a
Strouhal number St = fh/Uj = 0.04, in accordance with the experimental data [12].

2.2 Numerical methods

Two codes have been used to solve the incompressible Navier-Stokes equations, equipped
with boundary conditions, within the above mentioned computational domain. The
solvers are briefly described in the following.

2.2.1 OpenFOAM

OpenFOAM is a general purpose open-source platform with a wide range of possible
applications. Written in C++, it comes with several native applications (i.e., solvers) and
also offers the possibility to create custom codes. The version 5.0 is used in this work [18].

The selected application is the native incompressible flow solver pimpleFoam. The
discretization is based on a finite-volume approach, with both convective and diffusive
terms approximated by second-order centred schemes. Time integration is achieved by a
second-order Crank-Nicolson method. The solution algorithm is based on the PIMPLE
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algorithm, a slightly modified version of the PISO. The pressure linear system is solved by
a generalized geometric-algebraic multi-grid (GAMG) method with a tolerance of 10−7.

Boundary conditions are implemented using the standard capabilities provided by
OpenFOAM. The oscillating inlet boundary condition is assigned as follows

type uniformFixedValue;

uniformValue sine;

uniformValueCoeffs

{

frequency 0.04;

amplitude 0.641;

scale (0 1 0);

level (0 0 0);

}

value uniform (0 0 0);

while the outflow boundaries make use of the inletOutlet boundary type.

2.2.2 Nek5000

Nek5000 is an open-source, high-order and highly-scalable code, which is capable of
simulating incompressible or low-Mach-number flows, even in presence of forced or natural
convection, for stationary or moving geometries. It was written in Fortran77 and C
languages, and uses Message Passing Interface for the parallelization. The version r1115

of the SVN repository is used in this work [19].
The spatial discretization is based on the spectral element method (SEM). This method

was first introduced by Patera [17] to combine the main advantages of finite element (ge-
ometric flexibility) and spectral methods (high-order resolution). For these reasons the
SEM is used for the simulation of transitional and turbulent flows, even in complex ge-
ometries, and has also been employed for pulsatile flows in the context of vascular appli-
cations [20]. The domain is partitioned in a finite number of non-overlapping hexahedral
elements: the PN −PN−2 formulation is used, thus the velocity and pressure fields are ob-
tained as the combination of Lagrange polynomials (order N for the velocity, N−2 for the
pressure) based on Gauss-Lobatto-Legendre (GLL) and Gauss-Legendre (GL) quadrature
points. In this work, N = 9 is chosen; in preliminary computations, this choice proved to
be a trade-off between high-order resolution and a reasonable computational cost.

Time integration is based on a high-order splitting method (BDF3-EXT3). A third-
order extrapolation is used for the convective terms (EXT3), while the viscous terms is
treated implicitly. Two linear systems of equations arise: the pressure system is solved
using a generalized minimal residual method (GMRES), while the linear system for the
velocity field is solved using the conjugate gradient method with Jacobi preconditioning.
For both solvers, the tolerance is set to 10−7.

A standard outflow condition (“O”) is used for the environment lateral boundary; it is
worth to note that this option did not work at the top of the domain, due to the strong
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Solver Acronym Lx/h Ly/h Lz/h Nx Ny Nz #dof
Nek5000 N1 60 60 9 13 12 4 592182
Nek5000 N2 60 60 9 19 18 6 1709514
Nek5000 N3 60 60 9 26 24 8 3953630
OpenFOAM OF1 60 60 9 120 120 36 655200
OpenFOAM OF2 60 60 9 160 170 54 1674000
OpenFOAM OF3 60 60 9 220 240 72 4075200

Table 1: Test matrix of the computational runs. The number of elements (Nek5000) and cells (Open-
FOAM) along each direction refer to the external environment only. The final column reports the total
number of degrees of freedom (dof) for each case.

backflow induced by the vortices, that led to a blowout of the computation. Hence, a
stabilized outflow condition is used for this boundary [21].

2.3 Test matrix

The computational meshes have been obtained using the meshing capabilities provided
by OpenFOAM (blockMesh) and Nek5000. After a preliminary sensitivity study, three
grids have been selected and used. The resulting test matrix is reported in Table 1.

The mesh within the cavity and the orifice neck has not been changed, while the
number of elements (in each direction) in the external environment has been gradually
increased. In every calculation, the grid is clustered in the slot area, along both the x and
y directions, in order to obtain a good resolution of the turbulent motion in that region,
even for the coarsest grid. The intermediate resolution (case 2) is similar to the one used
for the DNS performed in [13]. To allow for a fair comparison, the number of cells for the
OpenFOAM runs was obtained by multiplying the number of elements used in Nek5000
by the polynomial order (N = 9 in the present case), so to obtain a comparable number
of total degrees of freedom between the two approaches.

3 RESULTS AND DISCUSSION

Results of the simulations are presented and discussed in this section. As usual in
periodic flows, both time- and phase-averaged velocity fields are taken into consideration.
The former is indicated as 〈U〉, whereas the latter as U . Both have been obtained by
accumulating statistics over 10 cycles and by further spanwise averaging.

3.1 Streamwise evolution

An effective ensemble picture of the streamwise evolution of the flow field can be
obtained by constructing a contour map of the phase-averaged x-velocity as a function of
streamwise distance and phase. The result is shown in Fig. 2 for the experiment (left) as
well as for cases N3 and OF3 (right). The experimental map was reconstructed by means
of the hot-wire dataset, that consisted of phase-averaged data of the x-velocity every 1.6°
at 42 locations along the centerline, of which 28 for x/h < 10. Similarly, the CFD maps
were constructed by probing the simulations every 0.72°; the finest grids have roughly
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100 computational points within x/h < 10. Superposed on the maps are also plotted
the trajectories of the vortex pair, that have been obtained by tracking the peak of the
velocity profile at each streamwise station, as suggested in [6].

The streamwise evolution is basically characterized by the formation and roll-up of a
vortex pair, that remains attached to the orifice exit for t/T < 0.25. At the phase of
maximum ejection, the vortices detach and start to travel downstream with an approxi-
mately constant celerity, roughly in the interval 0.35 < t/T < 0.5. As the suction phase
starts (intersection of the contour line U/Uj = 0 with x/h = 0), the vortex pair undergoes
turbulent transition and thus its celerity decreases, although the vortical structures retain
a high degree of coherence also farther downstream.

At the finest grid resolution, the agreement between the two codes is remarkably good.
In the first tract (0.35 < t/T < 0.5), the vortex celerity non-dimensionalized by Uj is
0.631 for OF3 and 0.642 for N3, as computed by a least-square linear regression. For the
intermediate and coarse cases, the celerity is respectively 0.636 and 0.656 for OpenFOAM,
while amounts to 0.640 and 0.627 for Nek5000. Both codes are thus converging monoton-
ically as the grid is refined. A similar behaviour is observed (not shown herein) for other
quantities of engineering interest, such as the position of the saddle point xsp, i.e., the
streamwise distance above which the phase-averaged x-velocity is entirely positive, and
the characteristic length, commonly referred to as stroke length, Ls,

Ls =

∫ T/2

0

U(x = 0, 0, t) dt . (3)

The comparison with the experimental dataset, while showing the same qualitative trends,
presents some noticeable quantitative differences, which are attributable to the inherent
modeling assumptions as well as to the experimental uncertainty. There was significant
disagreement between PIV and hot-wire results for this campaign, presumably due to
actuator ageing effects [12]. The map in Fig. 2 was also re-built (not shown here) from
the PIV dataset, which consists of phase-averaged velocity statistics at 72 evenly-spaced
phases and up to x/d ≈ 6. The cross-comparison demonstrated that the CFD results
actually fall within the experimental uncertainty.

3.2 Crosswise profiles

The crosswise distribution of the time-averaged velocity field is reported in Fig. 3 at
four streamwise stations in the near field of the synthetic jet. Except for a slight over-
estimation of the peak velocity at the nearest location from the two coarsest OpenFOAM
simulations, there are virtually no significant differences in the computational results.
The experimental data acquired from PIV are also reported for comparison, showing
overall a good agreement. The streamwise jet velocity is consistently under-predicted by
computations, although the discrepancy falls within the experimental uncertainty taking
into account results from other techniques (e.g. hot-wire).

The crosswise profiles of phase-averaged streamwise velocity at the maximum ejection
(φ ≈ 90°) and ingestion (φ ≈ 270°) phases are shown in Fig. 4. At the maximum expulsion
phase (left graph), results from all the computational cases practically coincide. The
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Figure 2: Contour map of U/Uj in a phase-space plot. (left) Results of the experiment by Yao [12]
reconstructed by hot-wire data; (right) result of the runs OF3 (dashed lines) and N3 (solid lines).
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Figure 3: Crosswise distribution of time-averaged (a) streamwise and (b) cross-stream velocity at stream-
wise stations (i) x/h = 0.5, (ii) 1.0, (iii) 1.5, (iv) 2.0. Lines refer to the Nek5000 (black) and OpenFOAM
(red) computations on the coarse (dashed), medium (dashdotted) and fine (solid) grid levels; ◦ PIV.
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agreement with the experiments is also very good, as both codes (for all the resolutions)
are able to capture the jet-core region as well as the reverse-flow area induced by the
jet entrainment. Differences clearly emerge at the maximum suction phase, reported in
Fig. 4 (right), especially for what concerns the OpenFOAM simulations. The profiles for
the cases OF1 and OF2 are abnormally noisy, particularly at the first two streamwise
stations. In contrast, results from Nek5000 are smoother, and converge finely as the grid
is refined. At stations (iii) and (iv), the code-to-code agreement and the comparison to
experimental data improve satisfactorily.

Further insights can be drawn by analyzing the turbulent behaviour of the flow field.
As is well known, the relevant turbulent fluctuations in periodic flows are constituted
by deviations of the instantaneous velocity field with respect to phase-averaged statis-
tics, e.g., u = U − U . The root mean square (r.m.s.) streamwise velocity was thus
computed as u′ =

√
〈uu〉. The crosswise distribution of u′ at the usual four streamwise

stations is displayed in Fig. 5 again at the maximum expulsion (left) and ingestion (right)
phases. At φ ≈ 90°, the simulation results are close to each other, although non-negligible
differences are visible, with particular reference to the coarsest cases N1 and OF1. As
compared to experimental data at station (i), both codes greatly over-predict the two
peaks at |y/h| ≈ 0.5, corresponding to the location of the two vortex cores. In general,
the jet-core turbulence level, which settles around 0.2, is correctly captured. Conversely,
major discrepancies occur at the maximum ingestion phase. During suction, experimental
data show that the flow experiences partial re-laminarization, with relatively low levels of
turbulent kinetic energy. The streamwise component decreases to around 5% of Uj. How-
ever, the OpenFOAM computations fail to capture the reduction of turbulent fluctuations
and, although the residual noise decreases as the grid is refined, a significant amount of
spurious r.m.s. velocity is still present for the intermediate resolution (case OF2) at the
first two streamwise stations. This behaviour does not take place for the Nek5000 results,
which predict the correct turbulent levels even with the coarsest grid.

3.3 Computational efficiency

The computational performances of the two codes have been evaluated in terms of
elapsed CPU time per time step for the three grids (on the same number of processors) as
well as in the context of a strong scaling test on the CINECA supercomputer Marconi [22].

Figure 6 (left) reports the CPU time per time step as a function of the CPU load, i.e.,
for the three cases of Table 1 (results were obtained on 68 processors). As expected, the
computational effort scales linearly with the total number of degrees of freedom for both
Nek5000 and OpenFOAM.

The strong scaling test was carried out for the finest grid resolution (cases N3 and
OF3, see Table 1); results are shown in Fig. 6 (right). At the lowest number of processors,
Np = 34, OpenFOAM takes roughly 2/3 of the time with respect to Nek5000 to perform
a single time step. On the other hand, the parallel performances of OpenFOAM decline
quickly, leading to speedup flattening at Np = 272, where the computational load per
processor is of roughly 15000 cells/processor. In contrast, Nek5000 scales quite well up
to Np = 544. The OpenFOAM domain decomposition was handled by the native scotch
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Figure 4: Crosswise distribution of phase-averaged streamwise velocity at (a) maximum ejection and (b)
maximum ingestion phases at streamwise stations (i) x/h = 0.5, (ii) 1.0, (iii) 1.5, (iv) 2.0. Lines refer to
the Nek5000 (black) and OpenFOAM (red) computations on the coarse (dashed), medium (dashdotted)
and fine (solid) grid levels; ◦ PIV.
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Figure 6: Computational performances of OpenFOAM and Nek5000. (left) Elapsed CPU time per time
step for the three cases of Table 1 on 68 processors; (right) elapsed CPU time per time step for the cases
OF3 and N3 as a function of the number of processors.

option, which attempts to minimize the number of processor boundaries.
Importantly, Nek5000 required an average number of time steps per cycle, on equal

maximum CFL number, about 2.5 times higher than OpenFOAM. This difference is
mainly due to the non-uniform distribution of the GLL points within the elements, that
requires smaller time steps to satisfy the linear stability condition. By taking into account
the parallel scaling results, Nek5000 was slower than OpenFOAM by a factor ranging from
1.25 to 4, depending on the number of processors employed.

For the sake of determining the global efficiency of the two codes, accuracy consid-
erations have to be taken into account. The results reported in the previous sections
have shown that, while both codes are fairly robust in predicting macroscopic quantities,
higher-order statistics converge much slower for the OpenFOAM computations and only
the results at the finest grid level could be considered satisfactory. On the other hand,
even the coarsest grid provided reliable flow fields for Nek5000. Therefore, OpenFOAM
requires roughly 8 times the number of total gridpoints to achieve similar accuracy, a
result in line with a previous comparison carried out in a canonical channel flow [23]. It
can thus be concluded that Nek5000 was globally more efficient than OpenFOAM.

4 CONCLUSIONS

This work reported a comparison between direct numerical simulations of a synthetic
jet issuing in a quiescent external environment performed by means of two open-source,
general-purpose CFD codes, Nek5000 and OpenFOAM. The two codes are built upon
radically different numerical algorithms, and the scientific community is becoming increas-
ingly interested in exploring and comparing their efficiency for the solution of problems
of engineering interest [24].

Numerical simulations were conducted for three grids of increasing resolutions, target-
ing the parameters of a well-documented experimental campaign [12]. As far as macro-
scopic quantities of engineering interest (e.g., stroke length) are concerned, the two codes
proved to be fairly robust at all the tested resolutions. On the other hand, a closer inspec-
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tion of the crosswise velocity profiles in the near field revealed an anomalous behaviour of
the lower-order solutions, especially for the ingestion phase. Specifically, the OpenFOAM
runs (even for the intermediate grid) reported largely over-predicted residual turbulent
fluctuations, and therefore failed to capture the partial re-laminarization of the near-field
flow occurring within the suction phase. At the finest grid resolution, the code-to-code
agreement was fairly good and the comparison with experimental data was satisfactory,
within the limits due to inherent modeling assumptions (previously discussed in [13]) and
experimental uncertainty.

In terms of computational efficiency, the present results reported that, on equal number
of total degrees of freedom, Nek5000 is generally slower than OpenFOAM by a factor
ranging from 1.5 to 4, mainly depending on the parallel speed-up performances achieved.
In contrast, OpenFOAM was found to require roughly 8 times the number of gridpoints to
compare with the accuracy provided by Nek5000. It can thus be concluded that Nek5000
is potentially more efficient than OpenFOAM for the investigated problem.
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