
6th European Conference on Computational Mechanics (ECCM 6)
7th European Conference on Computational Fluid Dynamics (ECFD 7)

11–15 June 2018, Glasgow, UK

USING ISOGEOMETRIC ANALYSIS OF TURBULENT FLOWS ON
MOVING DOMAINS TO ASSESS THE FLUTTER STABILITY

LIMIT OF LONG-SPAN SUSPENSION BRIDGES

TORE A. HELGEDAGSRUD1,∗, YURI BAZILEVS2, KJELL M. MATHISEN1

AND OLE A. ØISETH1

1 Dept. of Structural Engineering, Norwegian University of Science and Technology (NTNU)
Richard Birkelands v 1a, NO-7491 Trondheim, Norway
∗Email address: tore.a.helgedagsrud@ntnu.no

2 School of Engineering, Brown University,
184 Hope Street, Providence, RI 02912, USA

Key words: Isogeometric Analysis, Bluff Body Aerodynamics, Bridge Engineering, Aero-
dynamic Derivatives, Wind Tunnel Experiments

Abstract. We investigate using Isogeometric Analysis (IGA) of turbulent flows of moving
domains to assess the flutter stability limit of long-span bridges by the forced-vibration
method. In order to verify the simulations, we compare the results directly to the corre-
sponding forced-vibration wind tunnel experiments. In addition, the derived flutter char-
acteristics are compared to free-vibration wind tunnel experiments. The numerically and
experimentally obtained aerodynamic derivatives are in very good agreement, and in terms
of the flutter mode shape and critical wind speed, the simulations produce equally good
estimates as the experiments. The present work proves IGA to be a reliable tool in engi-
neering design and analysis of long-span bridge aerodynamics.

1 INTRODUCTION

Aeroelastic stability is one of the major concerns in the design of long-span suspen-
sion bridges, and recent developments in computational power and technology have made
Computational Fluid Dynamics (CFD) and Fluid-Structure Interaction (FSI) important
supplements to the conventional wind tunnel experiments.

In this work we employ Isogeometric Analysis (IGA) based on Non-Uniform Rational
B-Splines (NURBS) to the Arbitrary Lagrangian-Eulerian Variational Multiscale (ALE-
VMS) formulation for incompressible flows on moving domains [9] to perform numerical
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simulation of the forced-vibration wind tunnel experiment. The bridge section considered
is a 1:50 scale model of the Hardanger bridge [37], which is a representative for many
generic bridge sections. In the forced-vibration method [34] the sectional model is driven
in a user-defined motion, from which the motion-induced forces governing the aerody-
namic derivatives are measured. As this method only leads a one-way fluid-structure cou-
pling, and requires a relatively small simulation time window, the problem can be solved
very effectively and is well suited for numerical simulations.

The aerodynamic derivatives are transfer functions between body motion and forces,
and are therefore commonly regarded as aerodynamic damping and stiffness [30]. When
the aerodynamic derivatives are included in the equations of motion, the properties of the
dynamic system alters with the wind speed, and at some point, one mode may experience
zero damping. This instability phenomenon is referred to as flutter, and must be carefully
taken into account in the design of long-span bridges. The Norwegian Public Road Ad-
ministration requires that all bridges with the lowest natural frequency < 0.5 Hz and span
width > 300 m are investigated for this instability [35].

The present work focuses on the aerodynamic derivatives and their application in the
study of the flutter stability limit. In order to verify the simulations, we perform compar-
ative forced-vibration wind tunnel experiments. We then use the numerically and experi-
mentally obtained results to predict the corresponding flutter characteristics. To check the
validity of these predictions, free-vibration wind tunnel experiments of the same dynamic
system are used to provide the actual flutter characteristics.

This paper is outlined as follows. We present the computational strategy in Sec. 2.
In Sec. 3 the relevant theory of bridge aeroelasticity is presented. The setup for wind
tunnel experiments and simulations are given in Secs. 4 and 5, respectively. The results
are reported in Sec. 6 before conclusions are drawn in Sec. 7.

2 COMPUTATIONAL METHOD

This section gives a brief summary of the computational framework employed in this
work. We do not present any discrete equations, so for a more comprehensive introduction
the reader is referred to the given references.

2.1 Fluid mechanics

The fluid mechanics part of the problem is governed by the Navier–Stokes equations
of incompressible flows. On a spatial fluid mechanics domain Ωt ∈ Rnsd , nsd = 2, 3 with
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boundary Γt, with subscript t indicating time-dependence, they can be written as

ρ

(
∂u
∂t

∣∣∣∣
x̂

+ (u− û) · OOOu− f
)
− OOO · σ = 0, (1)

OOO · u = 0. (2)

In Eqs. 1–2, ρ is the density, f is the body force, u is the fluid velocity and û is the fluid-
domain velocity. The latter arises from the ALE description [25], and handles the moving
domain. The subscript |x̂ on the partial derivative denotes that the time-derivative is taken
with the referential coordinates x̂ kept fixed. The spatial derivatives are taken with respect
to the current coordinates x. σ is the fluid Cauchy stress tensor, given by

σ (u, p) = −pI + 2µ ε(u), (3)

where p and µ are the fluid pressure and dynamic viscosity, respectively, and ε(u) is the
symmetric gradient of u.

At the discrete level we take the variational formulation of Eqs. 1 and 2 and make use
of the stabilized Residual-Based Variational Multiscale (RBVMS) method. The RBVMS
method for incompressible flows was developed for steady problems in [23, 24, 26] and
extended to moving-domains (referred to as ALE-VMS) in [4] and decomposes the solu-
tion spaces into coarse and fine scales. The latter contains the turbulent structures which
are not resolved within the weighting and test functional spaces, and are approximated
by means of the coarse-scale residuals and stabilization parameters. The stabilization
is based on Streamline-Upwind/Petrov-Galerkin (SUPG) and Pressure-Stabilizing/Petrov-
Galerkin (PSPG) formulations [10, 20, 22, 41, 45, 47, 48], and are designed to render
optimal convergence with respect to the element size and polynomial order of the dis-
cretization.

The formulation is augmented with weak enforcement of the essential boundary con-
ditions [6–8, 18]. This method relaxes the no-slip boundary condition by replacing them
with tractions that are driven in a penalty-like fashion by the deviation from the prescribed
solution. The flow is then allowed to slip on solid boundaries and the classical restric-
tions on boundary-layer mesh size is alleviated. This leads to more accurate results on
meshes that are too coarse to resolve the boundary-layers. In mesh refinement the for-
mulation converges towards the strongly-enforced boundary conditions. Although purely
numerics-based, the formulation was shown in [6] to behave as a near-wall function.

The ALE-VMS formulation with weakly-enforced boundary conditions has proven
very powerful through a wide range of engineering problems, see e.g., [1–3, 5, 9, 15,
17, 38, 39, 41].

3



Tore A. Helgedagsrud et al.

2.2 Mesh motion

From the domain-velocity û, introduced in conjunction with the ALE formulation in
Sec. 2.1, we are able to ”track” surfaces that are moving in the fluid domain. Hence, we
refer to ALE as an interface-tracking method [45]. To accommodate the fluid mesh to the
surface motion, we employ an automatic mesh-moving scheme where the fluid interior
nodes are displaced by solving the equations of elasticity. This technique was introduced
in [28, 44, 46] and further developed in [36]. Incorporated from the latter, we make use
the Jacobian-based stiffening, in which the Young’s modulus is assigned based on the
element size. Small elements become stiffer and mesh distortion is kept to a minimum.
This is clearly illustrated in Fig. 1, which shows different configurations of a test mesh

Figure 1: Fluid mesh deformation states computed on a coarse mesh undergoing large deformations.

undergoing relatively large deformations. Note how the region of small elements appear
nearly undeformed.

2.3 Forced-vibration formulation for a rigid object

x̂I
0

xI
0

ŷI
0, RΩ0

Ωt

Figure 2: Rigid body in its reference and current configuration.

Given an object embedded in the fluid domain, we let x̂I and x̂I0 denote the reference
coordinates of its fluid-object interface and centroid, respectively. Any rigid-body dis-
placement can then be expressed in terms of a displacement and a rotation of the centroid.
In terms of a user-defined displacement vector ŷI0(t) and rotation matrix R(t), the position
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of the fluid-object interface is given as

ŷI(t) = (R(t)− I)
(
x̂I − x̂I0

)
+ ŷI0(t). (4)

In the interface-tracking technique, we use Eq. 4 to define the essential boundary con-
ditions for the fluid mesh problem.

2.4 Time integration and equation solving

For time integration we use the Generalized-α method [5, 12, 27], and within each time
step a predictor-multicorrector Newton-Raphson scheme is used. In a forced-vibration
setting we get a one-way coupling between the fluid-mechanics and fluid mesh problem,
which can be solved very effectively in a staggered fashion as described in [16].

2.5 Isogeometric analysis

For space discretization we employ NURBS-based IGA. In the concept of IGA was
proposed in [21] and has been successfully employed to turbulent flows and VMS methods
in many recent works, see e.g., [2, 4, 5, 8, 17, 19, 29, 40, 42, 43]. NURBS [32], which are
the most popular basis function-technology in IGA, is used simultaneously for geometry
modeling and interpolation spaces for analysis.
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Figure 3: One-dimensional basis functions. Top: C0-linear IGA and FEA. Center: C0-quadratic FEA.
Bottom: C1-quadratic IGA.

Similar to Finite-Element Analysis (FEA), IGA uses a variational framework to dis-
cretize partial differential equation systems, and shares the attributes of the isoparametric
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concept with h- and p-refinement. Unique for IGA are the options of including higher-
order inter-element continuity and the so-called k-refinement, in which the polynomial
order and smoothness of the basis functions are raised simultaneously. This refinement
strategy is illustrated in Fig. 3, which compares the p-refined FEA and k-refined IGA in-
terpolation functions. Thanks to the smooth solution spaces and the geometric flexibility of
NURBS, IGA has proven to generally outperform FEA in terms of per-degree-of-freedom
accuracy [4, 13].

Despite its excellent performance, IGA for volumetric meshes is much less developed
than for shells and beams due to the lack of geometry modeling tools. Most volumes must
therefore be constructed manually, which can be quite challenging and time-consuming.

3 BRIDGE AEROELASTICITY

In this section we give a brief introduction to bridge aerodynamics. We focus on the
motion-induced part, which is one of the major concerns in long-span bridge design, how-
ever, other aspects as VIV and buffeting are also of great importance. For more details,
the reader is referred to [11].

U
L, h

D

M , θ

B = 0.366 m

H
=

0.
18
B

Figure 4: Rigid body in its reference and current configuration.

Following the notations and conventions in Fig. 4 we define the aerodynamic drag, lift
and pitching moment acting on a unit chord length of a bridge deck centroid respectively
as

D = 1
2ρU

2HCD(t), (5)

L = 1
2ρU

2BCL(t), (6)

M = 1
2ρU

2B2CM(t). (7)

Here, U is the mean wind velocity, ρ is the air density, H and B are the height and the
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width of the bridge deck, respectively, and CD(t), CL(t) and CM(t) are the instantaneous
aerodynamic coefficients of drag, lift and pitching moment, respectively.

Disregarding the drag component, the self-excited part of the aerodynamic forces are
commonly expressed on the semi-empirical form as proposed in [33]:

Lse = 1
2ρU

2B

(
KH∗

1
ḣ

U
+KH∗

2
Bθ̇

U
+K2H∗

4
h

B
+K2H∗

3θ

)
, (8)

M se = 1
2ρU

2B2
(
KA∗

1
ḣ

U
+KA∗

2
Bθ̇

U
+K2A∗

4
h

B
+K2A∗

3θ

)
, (9)

where h and θ are the heaving and pitching degrees-of-freedom, respectively, K = Bω/U
is the reduced frequency of the structural motion, and H∗

i and A∗
i , i ∈ {1, ..., 4} are the so-

called flutter derivatives. These are commonly given as functions of the reduced velocity,
Ured = K−1. Superscript se denotes that its attribute is self-excited.

On matrix notation the self-excited forces read

qse = Caeṙ + Kaer, (10)

where qse = [Lse,M se]T , r = [h, θ]T and Cae and Kae contains the velocity- and position-
dependent aerodynamic derivatives, respectively.

Including the self-excited forces in the equation of motion, we get a dynamic system
which alters with the wind speed. Typically, a moderate wind speed adds a lot of damping,
however, at some point the damping switches sign and the dynamic system exhibit an
exponentially diverging response. This phenomena is knowns as flutter. The lowest wind
speed at which flutter occur is known as the critical wind speed, Ucr, and is a crucial
value in engineering design. The critical wind speed is calculated by determining the
aerodynamic derivatives and thereafter solving the complex eigenvalue problem of the
equations of motion. A detailed description is given in [31].

4 WIND TUNNEL EXPERIMENTS

For wind tunnel testing of bridge sectional models there are two strategies: forced-
vibration and free-vibration. In the former the sectional model is driven in an user-defined
motion, mostly harmonic, and the corresponding forces are measured. To determine the
aerodynamic derivatives’ variation with K, test are conducted at different wind speeds
and/or vibration frequencies. In the free-vibration experiment, the sectional model is sus-
pended in springs that typically scales the first heaving and pitching mode, and excited at
different wind speeds. Displacement are estimated from the measured spring forces, from
which the aerodynamic derivatives can be calculated. This method also has the advantage
of being able to determine the model scale flutter speed directly.
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Figure 5: The Hardanger bridge deck sectional model installed for forced-vibration (left), and free-vibration
wind tunnel experiments (right).

The free-vibration experiment has a cheap and easy setup compared to the forced-
vibrations. However, since the latter leads to a less scattered and a much easier identi-
fication procedure for the aerodynamic derivatives, this is often the preferred method for
sectional model testing of bridge decks [14, 34].

In this work we use the forced-vibration method to determine the aerodynamic deriva-
tives of the 1:50 scale model of the Hardanger bridge sectional model. A detailed descrip-
tion of the experimental setup and the identification procedures are given in [34]. The
section is tested under harmonic motions from 0.5 to 2.5 Hz at wind speeds in the range
of 4 to 12 m/s, see Tab.1. These results are reported in [15].

Additionally, free-vibration experiments of the very same sectional model are per-
formed in order to validate the critical wind speed and the corresponding vibration mode.
This experimental setup was designed to proportionally copy the full scale modal quanti-
ties of the Hardanger bridge [30] and is otherwise conducted as described in [37]. It should
be remarked that the two experiments have been conducted under as similar conditions as
possible.

The pictures in Fig. 5 shows the bridge deck section model installed in the forced- and
free-vibration rig, respectively.

5 ANALYSIS SETUP

The computational domain is taken as a 0.25 m wide slice of the wind tunnel, whose
total width is 2.7 m. The ceiling and floor are placed 0.930 and 0.885 m from the bridge
deck centroid, respectively, matching the physical dimensions. These surfaces are en-
forced with no-penetration. The inflow surface, with a prescribed uniform wind velocity
U , is placed 1.0 m upwind from the centroid, whereas the traction-free outflow surface
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is placed 3.0 m downwind. The bridge deck surface is subjected to the weakly-enforced
boundary conditions.

For the mesh-moving boundary conditions, the surface nodes of the bridge deck is
enforced by Eq. 4. For the other surfaces, the nodes are not allowed to move out of plane,
as also seen in Fig. 1.

Figure 6: Patch topology and mesh density of the computational domain.

The 3D domain is constructed by 17 C1-quadratic NURBS patches. An outline of
the computational model is shown in Fig. 6, which shows the patch topology and the
general mesh density. For visualization the NURBS elements are mapped onto linear
hexahedrals. The nodes are clustered towards the bridge deck, with a thickness of the
boundary layers that gives y+ ≈ 6. The total number of computational nodes, or control
points, is 313×103 and the computations are performed in an parallel environment adopted
from [17] on 256 subprocesses.

The air density is set to ρ = 1.1835 kg/m3 and the dynamic viscosity to µ = 1.848 ×
10−5 kg/ms. The computational time-stepping is set to 7 × 10−5 s, giving a maximum
CFL number below 5.

The test strategy for the forced-vibration simulations and experiments are summarized
in Tab. 1. We see that the chosen frequencies and velocities render Ured ∈ [2, 7], which are
assumed to enclose the modes of interest, including flutter.

6 RESULTS AND DISCUSSION

6.1 Aerodynamic derivatives

Fig. 7 shows the numerically and experimentally obtained aerodynamic derivatives
from the forced-vibrations. For a continuous representation, least-square fitted 3rd or-
der polynomials are drawn. Fig. 8 shows the flow field around the bridge deck at different
pitching angles and emphasizes the turbulent nature of the problem, although the bridge
section has a streamlined shape.
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Table 1: Test strategy for the forced-vibration experiments and simulations.

Simulations Wind tunnel
Amplitude h 15 mm 15 mm
Amplitude θ 2° 2°
Wind velocities 8 m/s 4, 8, 10 and 12 m/s

Vibration frequencies 0.5, 0.8, 1.1 and 2.0 Hz
0.5, 0.8, 1.1, 1.4, 1.7, 2.0
and 2.5 Hz

Number of cycles 2 25 – 100
Sampling frequency 250 Hz 200 Hz
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Figure 7: Aerodynamic derivatives obtained by forced-vibration wind tunnel experiments (WT) and numer-
ical simulations (IGA).

Figure 8: Instantaneous velocity contours for the IGA simulation undergoing the 0.5 Hz pitching motion.
Left to right: θ = –2°, 0°and 2°.

10



Tore A. Helgedagsrud et al.

The closely matching aerodynamic derivatives prove that IGA captures the aeroelastic
behavior of the bridge section with very good accuracy. It is remarked however, that the
simulations generally render a slightly higher magnitude of the self-excited forces than the
experiments.

6.2 Free-vibrations and flutter

Table 2: Still-air properties of the dynamic system tested in the free-vibration experiments. Full scale
data [30] are shown for comparison.

Experiment Full scale
Mass m 5.12 12820 kg/m
Inertia Iθθ 0.083 426 000 kgm2/m
Vertical natural frequency ωh 5.01 0.89 rad/s
Torsional natural frequency ωθ 12.64 2.23 rad/s
Mechanical damping vertically ζh 3.8e-3 6.0e-3 −
Mechanical damping torsionally ζθ 1.2e-3 5.0e-3 −
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Figure 9: Time series for heaving and pitching from the free-vibration wind tunnel experiment at U = Ucr.

The still-air properties of the sectional model when installed for free-vibration experi-
ments are summarized in Tab. 2. The comparative full scale quantities corresponds to the
modal values of the first heaving and pitching mode and are taken from [30]. The critical
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Figure 10: Visualization of the flutter mode. Overlay pictures from the experiment (left) and outlines of the
cross-section (right).

flutter wind speed was determined to Ucr = 8.16 m/s with a corresponding vibration fre-
quency of ωcr = 9.80 rad/s. The reader should however be aware that, for soft flutter, the
experimentally determined value of Ucr is often associated with some uncertainty.

A one minute time window of the flutter experiment is shown in Fig. 9, revealing the
stationary non-decaying response. Fig. 10 visualizes the flutter mode where the bridge
section appears to rotate about its leading edge.

6.3 Predictions based on forced vibrations

Based on the computed aerodynamic derivatives from the IGA simulations, as well
as the forced-vibration experiments from Sec. 6.1, we now solve the complex eigen-
value problem to predict the flutter characteristics that was experimentally determined
in Sec. 6.2. Following from Sec. 3 the eigenvalue problem takes the form:

M0r̈ + (C0 −Cae) ṙ + (K0 −Kae) r = 0, (11)

where subscript 0 refers to the still-air quantities. Since the aerodynamic derivatives de-
pend on both the wind speed and the vibration frequency, Eq. 11 is solved iteratively. The
resulting flutter characteristics are summarized in Tab. 3 and Figs. 11 and 12 compares the
predicted flutter modes to the free-vibrations.

Table 3: Experimentally and numerically obtained flutter characteristics. ϕ refers to the phase lag between
the pitching and heaving motion.

Free-vibr. exp. Forced-vibr. exp. IGA
Flutter wind speed Ucr 8.16 7.49 7.99 m/s
Critical frequency ωcr 9.80 10.12 9.17 rad/s
Phase angle ϕ 180.7 183.4 176.7 °
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Figure 11: Forced-vibration predictions of the flutter mode based on experiments and simulations compared
with the free-vibrations.

Figure 12: Flutter mode shapes. From left to right: Free- and forced-vibration wind tunnel experiment and
forced-vibration numerical simulation.

Firstly, we notice that the forced-vibration method generally predicts the flutter char-
acteristics with good accuracy, and while the experiments give a more accurate prediction
of the mode shape, the simulations render a more correct value of the critical wind speed.
The discrepancies between the free- and forced-vibration experiments emphasize that the
results are associated with some uncertainties. This could obviously result from devia-
tions and inaccuracies in the experimental setup, but also weaknesses or shortcomings of
the load theory, which after all is based on numerous simplifications. Even so, the nu-
merical simulations produce convincingly accurate results and prove the validity of the
computational framework.

13



Tore A. Helgedagsrud et al.

7 CONCLUSIONS

In this work we used NURBS-based IGA of the ALE-VMS formulation for turbu-
lent flows on moving domains to study the flutter stability limit long-span bridges via the
forced-vibration method. We considered a 1:50 scale model of the Hardanger bridge deck,
which is a representative for many modern long-span bridge sections.

In order to verify the simulations, corresponding forced-vibration wind tunnel experi-
ments were performed. Comparisons of the aerodynamic derivatives proved the computa-
tional framework to capture the self-excited aerodynamic forces with very good accuracy.

Further, the validness of the computations was studied by comparing the predicted re-
sponses to free-vibration wind tunnel experiments. The results showed that the forced-
vibration method generally predicts the flutter characteristics with good accuracy, and in
terms of the mode shape and critical wind speed, the numerical simulations produced
equally good estimates as the forced-vibration experiments. The latter was a rather unex-
pected result, since the two experiments were carefully tuned to match each other. This
emphasizes some of the challenges with experimental work, and also that load modeling
on bluff-bodies is not an exact science.

The present work have shown, and added some confidence to, that IGA in combination
with the ALE-VMS formulation for turbulent flows and the forced-vibration method, can
be a powerful tool in the study of flutter on long-span bridges.
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