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1 INTRODUCTION 

Dual-phase lag equation (DPLE) is used, among others, for the description of heat transfer 

processes proceeding in the micro scale [1-4], e.g. for determining the temperature 

distribution in the thin metal film subjected to an ultra-short laser pulse. In the problems of 

this type, because of the extremely short duration, the extreme temperature gradients and the 

very small thickness of the film domain, the finite velocity of the thermal wave must be 

considered. The DPLE is also used for the numerical modeling of thermal phenomena 

occurring in the biological tissue heated by the external heat sources, e.g. [5-9]. In this case 

the DPL model describes a macroscopic temperature wherein an inner microscopic tissue 

structure is taken into account. In the paper the one dimensional problems are considered 

because the layer of the thin metal film and the layer of skin tissue can be treated as the 1D 

objects. Dual-phase lag equation contains a second order time derivative and higher order mixed 

derivative in both time and space. Two positive constants, it means the thermalization time and 

relaxation time  appear in this equation. So far, the dual-phase lag equation supplemented by 

appropriate boundary and initial conditions is most often solved using the finite difference 

method in its various variants (explicit and implicit schemes, e.g. [10-13], generalized finite 

difference method [14]). In this work, the approach based on the concept of  the boundary 

element techniques [15, 16] is proposed. It should be noted that for the DPLE the corresponding 

fundamental solution is either unknown or very difficult to obtain. But, using the  homotopy 

analysis method, introduced first by Liao [17-19], it is possible to elaborate the general boundary 

element method for the equation considered. At the first stage, for the purpose of numerical 

stability, the DPL equation is discretized in the time domain in terms of a fully implicit form 

with the backward finite-difference method for both first- and second-order time derivatives. 

In this way one obtains the equations that present a non-linear boundary-value problem at the 

each time step. Next, the non-linear and linear differential operators are defined [17, 18, 20, 

21]. The equation associated with the first-order deformation derivative resulting from the 

homotopy analysis method can be solved using the traditional boundary element method for 

steady state problem [15, 16]. In the paper [22] the other variant of the BEM, in particular the 

boundary element method using discretization in time (e.g. [23]) has been applied for the 

solution of the similar problems, but the algorithm presented here is more exact and more 

effective (especially at the stage of the  space-time grid selection). 
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2 DUAL-PHASE LAG EQUATION 

The 1D dual-phase lag equation has the following form [1-4] 

2 2 3

2 2 2

( , ) ( , ) ( , ) ( , ) ( , )
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T x t T x t T x t T x t S x t
c c S x t
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               (1) 

where c is a volumetric specific heat of material, λ is a thermal conductivity, τq and τT are the 

phase lags (relaxation and thermalization times), S is the capacity of internal heat sources, T, 

x, t denote the temperature, geometrical co-ordinate and time.  

The equation (1) is supplemented by the modified Neumann boundary conditions for  x = 0 

and x = L 
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                                  (2) 

where qb(x, t) is the boundary heat flux.  

The initial conditions are also given 
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where Tp (x) is the  initial temperature, w(x) is the initial heating rate. 

Dual-phase lag equation is used, among others, for numerical modeling of thermal 

processes occurring in the thin metal film subjected to the laser pulse [13, 24, 25]. As 

mentioned, the dominant direction of heat transfer is the direction perpendicular to the layer 

and therefore the 1D model can be considered. The laser irradiation is described by the 

following internal source term (equation (1))   
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                            (4) 

where I0 is the laser intensity, tp is the characteristic time of laser pulse, δ is the optical 

penetration depth, R is the reflectivity of the irradiated surface and β  = 4 ln2 [25].  

The DPLE is also used in numerical modeling of thermal phenomena occurring in living 

organisms subjected to the strong external heat sources. Blood perfusion and metabolic 

processes occurring in the living tissues are taken into account as the components of the 

source term S (x, t) (c.f. equation (1)), namely 

 ( , ) [ ( , )]B B B mS x t w c T T x t Q                                                 (5) 

where wB [kg/(m
3 

s)] is the blood perfusion rate, cB is the specific heat of blood, TB is the 

arterial  blood temperature and Qm  is the metabolic heat source.  
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Introducing (5) into equation (1) one has 
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The equations (1) and (6) can be written in the form 
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where s=0 corresponds to the equation (1),  s=1 is related to the bioheat transfer equation (6), 

while 
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3 GENERAL BOUNDARY ELEMENT METHOD 

At the first stage, for the purpose of numerical stability, the DPL equation (7) is discretized 

in the time domain in terms of a fully implicit form with the backward finite-difference 

method for both the first- and second-order time derivatives 
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where T
f
(x)=T(x, fΔt), Δt is the time step,  f=2, 3, ..., F and T

f‒1
(x), T

f‒2
(x) are known 

temperature distributions at (f‒1)th and (f‒2)th time steps, respectively. It should be noted that 

taking into account the initial conditions (3) one has: T
0
(x)= T0,  T

1
(x)= T0+ w(x)Δt.  

The boundary conditions (2) are also transformed 
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                  (10)  

In this way one obtains the equations that present a boundary-value problem at each time step. 

The equations (9), (10) can be written in the form 
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and 
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where 
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while 
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Using the  homotopy analysis method [17, 18, 20, 21], the equation (11) can be represented as 
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where  
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while (x; p) is the function (homotopy) associated with the family of partial  differential  

equations [17, 18],  pϵ[0, 1] is the embedding parameter and U(x) is an initial approximation of 

temperature distribution  T 
f
(x) (e.g. U(x)=T 

f−1
(x)). 

The equation (15) is supplemented by boundary conditions [17] 
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U x U x
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                                                      (17)  

After solving the problem (15), (17), the temperature distribution T
f
(x) is calculated using the 

formula 

      
[1]( ) ( ) ( )fT x U x U x                                                               (18) 
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The equation (15) can be written in the form 
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where 

           
2 2 1

1 2

2 2

( ) ( )
( ) ( ) ( ) ( ) ( )

f
f f fU x T x

R U x BU x C DT x ET x FQ x
x x


  

     
 

                   (20) 

To solve the equation (19) the weighted residual method criterion is used [15, 16]
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where ξ  (0, L)  is the observation point, while T
 *

 (ξ, x) is the fundamental solution and for 

the 1D objects oriented in rectangular co-ordinate system it is a function of the form [15] 

 * 1
( ξ, )   exp ξ

2  
T    x  x B  

B
    (22) 

One can check that the fundamental solution fulfils the equation 
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where δ (ξ, x) is the Dirac function. 

The formula determining the heat flux resulting from the fundamental solution q
 * 

(ξ, x) = 

−λ T
 *

(ξ, x) / x can be calculated in analytical way, namely 

 * λsgn( )
( , )   exp    

2

x
q x x B


     (24) 

where sgn(∙) is the sign function. 

Integrating twice by parts the first component of equation (21) and taking into account the 

property of fundamental solution (23), one obtains 
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where 

  *

0

(ξ ) ( ) (ξ , ) d

L

Z  R U x   T   x  x                                             (26) 

and W 
[1] 

(x) = −λ  U 
[1] 

(x) /x. 

To calculate the integral Z(ξ), the domain [0, L] is divided into n constant internal cells 

(h=L/n is the length of internal cell), the nodes 0 and n+1 are located on the boundaries x = 0 

and x = L, respectively, while xi=ih‒h/2, i=1, 2, ..., n are the internal nodes. The integral (26) 
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is substituted by the sum of integrals from xi‒h/2 to xi +h/2. These integrals are calculated 

using the 6-points Gauss quadratures.  

The method of approximation of second order derivatives of functions U(x) and T 
f‒1

(x) 

with respect to x should be explained (formula (20)). In the case of constant internal cells one 

has 
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and 
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For ξ 0  and ξ L   one obtains the equations which can be written in the matrix form 
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where (c.f. equations (14), (17)) 
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Using the dependence (30) the following approximation is introduced 
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and then, from the system of equations (29), the boundary values U 
[1] 

(0), U 
[1] 

(L)  are 

determined.  

Next, the values of function U 
[1]

(x) at the internal points xi, i=1, 2, ..., n are calculated (c.f. 

equation (25))  
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Finally, the temperature distribution in all nodes is determined using the formula (18). The 

obtained temperature field constitutes the pseudo-initial condition for the next loop of 

computations. 

4 RESULTS OF COMPUTATIONS 

To test the accuracy and effectiveness of the method proposed, at first the following task has 

been solved. A layer of thickness L=10
‒4

 with thermophysical parameters equal λ = 1, c = 1, τ q 

= 1/π
2
 + 100, τ T = 1/ π

 2
 + 10

‒6
 is considered. Thus, the following equation is taken into 

account   

2 2 3
6
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with the boundary and initial conditions  

(0, ) 0, ( , ) 0T t T G t   (35) 

4 2 4

0

( , )
( , 0) sin(10 π ), π sin(10 π )

t

T x t
T x x x
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                               (36) 

Analytical solution of the problem formulated above is the following [26] 

2 4( , ) exp( π ) sin(10 π )T x t t x   (37) 

In Figure 1 the comparison of analytical and numerical solutions for different moments of 

time is shown. The computations using general boundary element method have been done for 

time step ∆t = 0.005 and n = 100 internal cells. A very good agreement between both solutions 

is visible.  
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Figure 1: Analytical (lines) and numerical (symbols) solutions 

Let us define the error of numerical solution as follows 

 
 

1
2

1 0

1

2

F n
f f

i ai

f i

Err T T
F n



 

 


  (38) 

where F is the number of time steps, while T
f
ai are the local and temporary temperatures 

resulting from the analytical solution. The testing computations concerning the values of Err 

for different discretizations of time and space are collected in table 1. 

Table 1: Error for different time steps and number of internal cells. 

∆t    n = 50 n = 100 n = 200 n = 1000 

0.0005   5.753∙10
−4

   5.074∙10
−4

   4.904∙10
−4

   4.855∙10
−4 

0.001   1.035∙10
−4

   9.705∙10
−4

   9.548∙10
−4

   9.508∙10
−4

 

0.005 41.013∙10
−4

 40.058∙10
−4

 40.476∙10
−4

 40.501∙10
−4

 

0.01 68.761∙10
−4

 68.544∙10
−4

 68.457∙10
−4

 68.539∙10
−4

 

0.015 78.272∙10
−4

 78.080∙10
−4

 78.125∙10
−4

 78.232∙10
−4

 
 

As can be seen, for all variants of computations the errors are quite small.  A greater impact 

on the error has a time step Δt than the number of internal cells n. In contrast to the BEM 

using discretization in time [22],  in the case of GBEM application, the selection of the proper 

time step and the number of internal cells is not difficult, because they can change in a quite 

wide range.   

Next, the general boundary element method is used in order to determine the temperature field 

in the thin metal film subjected to the laser pulse [13, 24, 25]. As an example, the gold layer 

with thickness L = 100 nm is considered. The layer is subjected to a short-pulse laser irradiation 

(R = 0.93, I0 = 13.7 J/m
2
, tp = 0.1 ps, δ = 15.4 nm). Thermophysical parameters of material are 

the following: λ = 317 W/(mK), c = 2.4897 MJ/(m
3 
K), τ q  = 8.5 ps, τ T  = 90 ps [13]. For x = 0 

and x  = L the non-flux conditions should be assumed (in equation (2): qb(x, t)=0). The initial 
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temperature is equal to 300 K, initial heating rate w(x)=0 (c.f. equation (3)). The number of 

internal cells n = 100, time step ∆t = 0.01 ps. 

In Figure 2 the temperature history at the point x=0 corresponding to the irradiated surface is 

shown. In this Figure the solution related to the macroscopic Fourier equation (τ q  = 0, τ T  = 0) 

is also presented. As can be seen, the differences are significant, the Fourier model overestimates 

the temperature values, which is also demonstrated in experimental studies [27, 28]. 

It should be noted that the problem formulated above, has been solved using implicit scheme 

of the finite difference method [29] and the results are practically the same, which confirms 

the correctness of the GBEM algorithm. 

 

Figure 2: Temperature history at the irradiated surface of thin gold film 

The next application area of the dual-phase lag equation is the modeling of thermal processes 

taking place in the heated or cooled living tissues [5-9, 30-33]. As an example,  the skin layer 

of thickness L = 0.03 m subjected to the external heat flux qb=1000 W/m
2
 (c.f. equation (2) for 

x=0) is considered. For x=L the Neumann condition qb(x, t)=0 is assumed. The initial 

temperature equals 37
0
C, while the initial heating rate w(x) is equal to 0 (c.f. equation (3)).  

The following values of  parameters are assumed: volumetric specific heat of tissue c = 4∙10
6
 

 W/(m
3
 K), thermal conductivity of tissue  = 0.5 W/(m K), blood perfusion rate 

wB = 0.53 kg/(m
3
 s), specific heat of blood cB = 3 770 W/(kg K), blood temperature TB = 37 ºC, 

metabolic heat source Qm = 245 W/m
3
, relaxation time q = 15 s, thermalization time T = 10 s 

[30]. 

 In Figure 3 the temperature distribution for x≤0.01m is presented. As it is visible, after 90 

seconds, only the layer with the thickness of 1 mm has reached the temperature above 42
0
C 

(such a temperature can cause the burns). Figure 4 illustrates the curves at the heated surface 

x=0  both for the DPL equation and the Fourier model (τ q  = 0, τ T  = 0). The temperatures 

obtained using the DPLE are lower  in comparison with the Fourier model because the 

parameters τ q  and τ T  take into account the phase-lag in establishing heat flux (relaxation 

time τq) and phase-lag in establishing the temperature gradient (thermalization time τq). 
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Figure 3: Temperature distribution in the heated tissue 

 

Figure 4: Course of temperature at the heated surface of biological tissue 

5 CONCLUSIONS 

 

The solution of 1D dual-phase lag equation using the general boundary element method is 

presented. The influence of the grid step and the number of internal cells on the accuracy of 

the computations is also discussed.  

The examples related to the numerical modeling of thermal processes occurring in the thin 

metal film subjected to the ultrashort laser pulse as well as in the heated biological tissue are 

presented.  

In future, the general boundary element method will be extended for the multilayered 

domains with the contact condition between the layers [11, 13, 34]. 
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