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Abstract. Simulation of low energy impacts on composite structures is a key feature in
aeronautics. Unfortunately they are very expensive: on the one side, the structures of
interest have large dimensions and need fine volumic meshes (at least locally) in order to
capture damages. On the other side small time steps are required to ensure the explicit
algorithms stability which are commonly used in these kind of simulations [4]. Implicit
algorithms are in fact rarely used in this situation because of the roughness of the solutions
that leads to prohibitive expensive time steps or even to non convergence of Newton-
like iterative processes. It is also observed that rough phenomenons are localized in
space and time (near the impacted zone). It may therefore be advantageous to adopt
a multiscale space/time approach by splitting the structure into several substructures
owning there own space/time discretization and their own integration schemes. The
purpose of this decomposition is to take advantage of the specificities of both algorithms
families: explicit scheme focuses on rough areas while smoother (actually linear) parts of
the solutions are computed with larger time steps with an implicit scheme. We propose
here an implementation of the Gravouil-Combescure method (GC) [1] by the mean of low
intrusive coupling between the implicit finite element analysis (FEA) code Z-set and the
explicit FEA code Europlexus. Simulations of low energy impacts on composite stiffened
panels are presented. It is shown on this application that time step ratios up to 5000
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can be reached. However, computations related to the explicit domain still remain a
bottleneck in terms of cpu time.

1 INTRODUCTION

Low energy impacts can be very harmful in particular for composite structures used
in the aerospace industry. In fact, they can cause significant damage (matrix cracking,
fiber failure, delamination...) inside the composite or on the side opposite to the impact.
However, the residual print it leaves on the impacted side can be almost undetectable to
the naked eye. The damage caused can therefore lead to early failure of the structure while
they can be unnoticed during a visual inspection, this is related to the concept of BVID
(Barely Visible Impact Damage). We thus understand the importance for manufacturers
to control such situations. Numerical simulations of this phenomenon can be a great help
especially to orient and to rationalize tests campaigns by the use of virtual testing. Various
researches are led in scientific and industrial communities to simulate these impacts but
these one remain currently difficult to implement on an industrial scale because they are
very difficult to manage. Indeed, sources of non-regularities introduced in the models
(contact, softening damage laws, cohesive zone models...) make convergence difficult
to achieve for implicit algorithms. Simulations performed in this context are therefore
mostly conducted though explicit time integration [3, 4]. This make it possible to better
take into account these sources of non-regularities but they require the use of time steps
depending especially on the smallest mesh element to ensure stability. Moreover, very
fine meshes are usually required (at least locally) to capture the non-linear phenomena
occuring during impact. This thus leads to a very large number of increments which can
be prohibitive. Note however that these non-linear phenomena occur on a very localized
area around the impact point. Adopting a space/time multiscale strategy thus appears
to be advantageous to solve this kind of multiscale problems. This can be performed
through domain decomposition where each subdomain owns its own time discretization.
The purpose of this decomposition is to focus on numerical computation where non-linear
phenomena appear [5]. Explicit resolution in the area close to the impact is required
because of the roughness of the solution. However, on the complementary area where the
solution is smoother, implicit integration is appropriate. Larger time steps can then be
used thus saving cpu time. The work done here is based on the Gravouil-Combescure (GC)
method [1] and a low-intrusive coupling [6] between implicit finite element analysis codes
Z-set1 and explicit FEA code Europlexus2 has been realized. The strategy is schematically
shown in Figure 1. It shows one section of an impacted plate and a typical mesh. This
mesh is divided into two domains: an impacted domain (center) which is processed by
Europlexus with fine time-stepping and a complementary domain which is processed by

1Z-set is developed by Mines ParisTech, Onera and NW Numerics & Modeling
2Europlexus is developed by CEA and the Joint Research Centre in Ispra, Italy
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Figure 1: Overview of a multiscale space/time approche applied in the context of low-energy impact on
composite structures.

Z-set with larger time steps.

2 OVERVIEW OF THE USED MULTISCALE SPACE/TIME METHOD

Different multiscale space/time approches can be found in literature [1, 7, 8, 9]. These
can be viewed as extensions of dual domain decomposition methods without overlapping,
conventionally used for parallel computing [10]. Indeed, the domain decomposition meth-
ods consist in splitting spatially a structure into several subdomains and search solution
on each subdomain as independently as possible (an example of structure split into two do-
mains is shown in dotted box in Figure 2). A key point in domain decomposition methods
is to determine the special boundary conditions that must be applied on the subdomains
interface. This boundary condition should indeed ensure both kinematic continuity and
interface equilibrium. An additional interface problem is then solved at each time step
to determine this boundary condition and its size is determined by the spatial discretiza-
tion of the interface. At this stage we may note that from the discrete point of view,
imposing the continuity of the displacement, velocity or acceleration is not equivalent.
The interface problem can then be solved directly after building interface operator (based
on domains Schur complements) or be solved through iterative methods (e.g. conjugate
gradient method) which do not require explicit construction of the interface operator.

The additional feature of multiscale space/time methods is that each subdomain have
its own time discretization. A diagram is shown in Figure 2 where a fine time stepping
is associated with the subdomain Ω1 and a coarse time stepping associated with the
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subdomain Ω2. Let ∆t be the fine scale time step and let ∆T be coarse scale one. m
is the ratio between these two time steps: m = ∆T

∆t
. The interface problem has to be

rewriten in order to satisfy the continuity and the balance conditions in time. The GC
method proposes to ensure these conditions at every fine scale time step. This allows to
naturally handle non-linearities in the explicit domain which is not the case for the other
methods. Interfacial velocity field of the coarse time scale is not known at each fine scale
step of the fine time scale, so it is linearly interpolated [2]. The interface problem to
solve is only slightly modified in comparison with a dual domain decomposition methods
with a single time scale. If the problem to solve on the implicit domain is linear, the
interface operator remains constant during the computation. Therefore, because of the
large number of steps to achieve due to the CFL condition, the interface operator worth
being explicitely build.

S
pl
itt
in
g

Domain
Decomposition

Figure 2: Overview of multiscale space/time methods.

3 IMPLEMENTATION OF THE GRAVOUIL-COMBESCURE MULTISCALE
SPACE/TIME METHOD

The particularity of the approach proposed here is to adopt a code coupling point
of view rather than algebraic one. We thus achieve a structure/structure code coupling
where each subdomain is associated with different computer codes which have their own
characteritics. The advantage of this type of coupling is to extend the GC method to
large problems while taking advantages of features existing in each FEA codes (contact
algorithms, cohesive zone elements, material models...). The potential of the GC method
is enhanced through application to a large low-energy impact problem (see section 4).
The implementation of the method has led to the identification of the minimal entry
points that codes must provide. With this minimal interface, the method can be easily
implemented without being intrusive. Only the development of this interface could be
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Figure 3: Overview of implicit/explicit code coupling realised based on the GC methode.

few intrusive. These entry points include:

- A method to apply a nodal force boundary condition at the beginning of each
increment on area of mesh.

- A method to get nodal kinematic values on area of the mesh at the end of each step
(at least the velocities).

- A method to validate or invalidate an increment.

In addition, each code must provide a trace operator.
This interface was developed in the two mentioned FEA codes (Z-set and Europlexus)

through a Python layer as can be schematicaly seen in Figure 3. Python scripts containing
the GC method and tools to solve interface problem are also written. These scripts contain
MPI instructions needed to exchange data between the codes. The interface problems are
solved in the script attached to the code handling the finest time discretization (i.e the
explicit code). This allows to minimize MPI communications. Different test cases were
then carried out on 2D and 3D structures. Some proposed in [7] were reproduced in order
to validate the implementation of the method.

4 APPLICATIONS OF THE MULTISCALE COUPLING METHOD ON
STIFFENED COMPOSITE PANEL IMPACTED

Simulations with different time steps ratios were performed on a stiffened composite
panel relatively representative of an aircraft’s subassembly. Figure 4 illustrates the geom-
etry, the mesh and the domain decomposition adopted. The central impacted area of the
panel (in blue) as well as the impactor are processed with Europlexus and the comple-
mentary part which has relatively larger time step is processed with Z-set. The stacking
sequence is [90/45/0/-45]s for the stiffeners and [90/45/0/0/-45]s for the skin. The size of
elements (hexaedrons and wedges) ranges from 5mm to 0.25mm in the impact area. Note
that each ply is modeled with one element in the thickness direction.

The size of the problem is about one million degrees of freedom with 90% of nodes
located in the implicit domain. The size of the interface is about 3000 degrees of freedom.
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Figure 4: Example of domain decomposition on stiffened composite panel split in two areas (one implicit
subdomain and nine explicit subdomains).

1

2

3

4

1'

2'

3'

4'

Figure 5: Elastic-damageable behavior illustrated through traction/compression in fiber and matrix di-
rection.
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A 10J impact at 10m/s is applied. Time step of the impacted area is set up to 2.10−8s
which is in accordance with the CFL condition. We then perform computations with
different time step ratios with m ranging from 500 to 5000.

Opposite side

Impacted side

Matrix damage (d2)

Figure 6: Matrix damage obtained on stiffened composite panel for a 10J impact and with a time step
ratio egal to 500.

A elastic-domageable material model based on Onera Progressive Failure Model (OPFM)
[11] is used on the explicit domain. Its parameters was identified on T700/M21 whose
behavior is shown in Figure 5 for deformation controlled loading in traction/compression.
One of the results obtained with this model for a time step ratio equal to 500 is shown
in Figure 6. We observe qualitatively cone-shaped matrix damage typically observed on
this kind of impact.

We present in figure 7 the time evolution of the composite panel deflection for two time
step ratios (m=500 and m=5000). Errors are also represented, they are defined by the
absolute value of the difference between the reference solution considered (here with a time
step ratio m=500) and the current solution normalized by the maximum displacement.
The solutions appear to be very similar over the whole time range. However we note some
differences on the error at 0.0036s and 0.0052s. These differences may be explained by
the large time step ratio used for m=5000: only 60 increments are performed which is
very coarse. Moreover, impactors rebounds are observed there, they are thus only poorly
captured. We can see in figure 7 that the error still remains relatively low.
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Figure 7: Time evolution of the stiffened composite panel deflection impacted at 10J for different time
step ratios.

5 CONCLUSION AND PERSPECTIVES

Structure/structure code coupling has been implemented using the Gravouil-Combescure
algorithm. Both implicit (Z-set) and explicit (Europlexus) codes were involved. The min-
imal interface which sould be provided by the FEA codes to implement this method were
identified. We have also highlighted the potential of this method on large calculations.
The cpu time distributions presented in Figure 8 were measured on stiffened panel simu-
lations for different time step ratios (50, 500 and 5000) with a linear elastic model and a
domain decomposition slightly different from the one presented.

We observe that the choice to solve the interface problem on the finest time step is not
too penalizing in term of cpu time with this interface size (about 3000 degrees of freedom).
We also note that the overall computation cpu time decreases when the time step ratio
increases. This shows that in this case the computation work is focused on the explicit
area. Indeed, for time step ratios m=500 and m=5000, times spent in the implicit process
are very small (less than three hours for m=500 and one hour for m=5000). However,
this time saving tends to reach a limit which corresponds to the time spent in the explicit
process. Work is currently underway to improve load balancing in order to reduce the
computation time spent in the explicit process. Extensions that allow to use several
explicit codes has been made. Calculations performed on the composite panel was made
with these developments. The explicit part have been split in several subdomains as
shown in Figure 4 (the explicit contains nine ring-shape subdomains centered arround the
point of impact). However, they all have the same time step (m=1) which is equivalent
in this case to perform a classical parallelization of the explicit code Europlexus. This
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Figure 8: Computational time distribution for different time step ratios used with linear elastic stiffened
composite panel impacted 10J.

parallelization is however carried out by means of the algorithm developed (outside of
the code). We also continue to enrich the model of the impacted area with feature such
as cohesive zone elements or full OPFM model in order to perform experimental and
numerical comparisons.
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