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Summary. Parameter uncertainty is important and can be quantified using well established methods. Many other sources of uncertainty can be quantified using alternative models. Evaluation of alternative models is a useful way to include alternative ideas about model construction. In practice, this attribute can be used to include different and possibly conflicting ideas supported by different stakeholders for whom model results are important. 
To identify important observations and parameters in what may be many alternative models, local sensitivity analysis methods are always informative and are practical even when computational demands make global methods impractical. Typically, alternative models are evaluated with model discrimination criteria that are used to calculate the probability of each alternative model; the probabilities are used to calculate model averaged predictions and measures of uncertainty. However, the model discrimination criteria used for such investigations generally have not been well tested for models of environmental problems.
Here we test model discrimination criteria using cross-validation experiments which are guided using linear sensitivity analysis. Two common model discrimination criteria are considered, AICc and KIC (as used, KIC is equivalent to MLBMA). Cross validation is used to obtain measures of prediction accuracy. In cross validation, model inversions are first performed for all alternative models with all observations. The inversions are then repeated after omitting selected observations. For the models with the reduced set of observations, the ability of the model discrimination criteria to identify models that produce accurate and inaccurate predictions is evaluated. The predictions considered are the simulated equivalents of the omitted observations. Leverage (a local sensitivity analysis statistic) from the inversions using all observations is used to understand the importance of the omitted observations. If the omitted observations are either all insignificant or include all of the most important observations for many of the alternative models, the tests conducted in this work would clearly be flawed.
The study is conducted using the computer codes UCODE_2005 and MMA (MultiModel Analysis), as applied to a MODFLOW model of the Maggia Valley groundwater system in Southern Switzerland. The tests focus on eight heads and three flows midway along the valley where ecological consequences and, therefore, model precision are of great concern. Sixty-four alternative models were designed deterministically and differ in how the river, recharge, bedrock topography, and hydraulic conductivity are represented. 
Results include: 

(1) Leverage values calculated for the 64 models with all observations suggest that the observations omitted for the cross-validation are neither consistently unimportant nor dominant, suggesting that the experiment conducted should be a good test of the model discrimination criteria.
(2) With the reduced set of observations, the 64 models produce a range of predictions, so that models with good and poor predictions are available for consideration.
(3) Neither AICc nor KIC (equivalent to MLBMA) consistently selects models with more accurate predictions, as identified by cross-validation. This is a disturbing result that suggests the need for additional consideration of the model discrimination criteria, the cross-validation measures of model accuracy, or both in the context of modeling environmental systems. KIC was less able to identify models with better predictive ability than AICc. AICc differs from KIC mostly in that KIC includes a term that tends to decrease (which make the model more likely) as observation sensitivities decrease. For the problem considered, which is nonlinear in that the observation sensitivities vary with the parameter values, KIC performance was highly influenced by this term.
(4) Model averaged predictions are consistently more accurate than the predictions from the model identified as best by the model discrimination criteria. This suggests that model averaging may be an important way to improve prediction accuracy.

(5) The model averaged linear measures of prediction uncertainty are larger than the linear measures calculated for individual models, suggesting the importance of considering both parameter and model uncertainty.
In conclusion, this study suggests some difficulties in using common model discrimination criteria when analyzing models of a typical environmental system. Problems were most pronounced for the KIC criteria (as used, KIC is equivalent to MLBMA) for the example considered, but the performance of AICc also was problematic. Given their utility in practical situations, additional consideration of how best to evaluate alternative models is warranted.
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