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ABSTRACT 

Today, high performance computing with iterative solvers on multi core architectures is one of the 
key issues in the field of computer science because current multi core architectures have a memory 
wall problem [1], and many iterative solvers of large linear equations suffer from this problem. One 
of the prominent approaches of iterative solvers for this memory wall problem is the implementation 
of the treatment of many RHS (Right Hand Side) vectors at a time. As the number of RHS vectors 
increases, the number of floating point operations for the matrix-vectors multiplication also increases, 
though the required memory access remains almost the same.  

This paper reports a numerical benchmark result of the domain decomposition method [2], which is 
one of the most efficient parallel computing schemes for the finite element method, with the 
implementation of many RHS vectors on the latest many integrated core architecture, Intel Xeon Phi 
(Knights Landing). Furthermore, an explicit Shur complement computation is also introduced in our 
code for the use of level 3 BLAS function (dgemm). Finally, the achieved performance ratio to the 
theoretical peak performance is investigated. 
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