ADAPTIVE MULTI-LEVEL MODELLING OF COUPLED MULTISCALE PHENOMENA WITH APPLICATIONS TO METHANE EVOLUTION IN SUBSURFACE
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Summary. We develop error estimates for a system of reaction–diffusion equations which are robust in parameters and therefore are applicable to degenerate cases. We show applications to models of methane evolution with kinetic exchange terms; these include multiscale and adsorption models relevant to ECBM as well as kinetic phase transition models for evolution of methane hydrates.

1 INTRODUCTION

Adaptive finite element modelling is a well developed and popular tool for simulation of important phenomena from science and engineering. The theory underlying grid adaptation involves a-posteriori error estimates available for scalar linear equations [1, 2, 3], as well as for to non-linear and degenerate problems [4, 5].

However, theory for systems of equations is less developed since the individual component equations of a system may be of different type and their solutions may exhibit disparate regularity. At the same time, many problems in water resources are described by coupled systems of partial differential equations. In this paper we consider several applications which share a common element: a coupled parabolic reaction-diffusion system. We extend residual type estimators and theory proposed in [6] and apply them to kinetic models of adsorption, multiscale couplings, and phase transition. The key behind the applicability is the robustness of the estimates following [7] and decomposition of the errors into spatial and temporal parts as in [3, 2]; our focus here is on the former.

In the paper we use standard notation for the norms in spaces $C^m$, $L^p$, and $H^k$ defined over an open bounded convex polygonal region $\Omega \subseteq R^d$. Our theory works for $d = 1, 2, 3$, but examples cover only $d = 1$. As for time dependence, we consider $t \in I := (0, T], T > 0$; we denote by $w_n$ on $[0, T]$ the interpolator of a sequence $\{w_n\}_{0 \leq n \leq N}$. The symbol $w^n(\cdot)$ if not otherwise defined denotes $w(\cdot, t_n)$, $t_n \in I$. On $L^2(\Omega)$ we have the usual scalar product denoted by $(\cdot, \cdot)$ and the norm $\| \cdot \|$. We also use standard finite element notation [1] and
in particular we denote by $[\partial_n w]_E$ the jump of the normal derivative of $w$ across an edge $E$ of an element.

2 MODEL, ILLUSTRATION, AND THEORETICAL RESULTS

Consider nonnegative parameters $\mathcal{P} = \{\lambda_1, \lambda_2, a, b, c\}$ and the system of equations parametrized by $\mathcal{P}$

$$\lambda_1 u_t - \nabla \cdot (a \nabla u) + c(u - v) = f, \quad x \in \Omega, t \in I,$$

$$\lambda_2 v_t - \nabla \cdot (b \nabla v) - c(u - v) = g, \quad x \in \Omega, t \in I,$$

with homogeneous boundary conditions on $\partial \Omega$ and initial data $u_0, v_0$, as well as sources $f, g$, smooth enough to guarantee well-posedness and regularity of weak solutions to (1)-(2) sufficient for the theory to apply [8]. In particular, if all constants in $\mathcal{P}$ are positive, standard results apply. If $b = 0, g \equiv 0$, we will refer to the system (1)-(2) as a kinetic model; in this case extra smoothness of data is needed for optimal convergence. Figure 1 illustrates the effect of $\mathcal{P}$ on the solutions.
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Figure 1: Behavior of solutions $u, v$ to (1)-(2) and of spatial error indicators $[\partial_n u], [\partial_n v]$ for different $\mathcal{P}$. We use homogeneous initial and boundary conditions and $g \equiv 0$ and a point source at $x = 1/3$. Notice the difference in scales and in qualitative behavior of $u, v$ for different $\mathcal{P}$. In particular, the error in $v$ is always small at initial time steps but when $b = 0$ it may dominate the global error long after $u$ is smooth.

Now we define the discretization of (1)-(2). For temporal discretization, we introduce a partition of $I$: $0 = t_0 < t_1 < \ldots < t_N = T$, and set $\tau_n := t_n - t_{n-1}$, $\Delta t = \max_n \tau_n$. For spatial discretization, we use classical Galerkin linear finite elements [1, 2, 3]. First, we define a family of admissible and shape regular partitions $\mathcal{T}_h$ over $\Omega$, with the collection of edges $\mathcal{E}_h$. We set $h_S := \text{diam}(S), S \in \mathcal{T}_h \cup \mathcal{E}_h$ and $h := \max h_T, T \in \mathcal{T}_h$. Next, $\tilde{\omega}_T$ denotes the neighborhood of $T \in \mathcal{T}_h$, and $\omega_E$ the one of $E \in \mathcal{E}_h$. Denote by $V_h$ the usual space of conforming piecewise linear finite elements over $\mathcal{T}_h$. 

2
The multilevel discretization is defined via two partitions $\mathcal{T}_h, \mathcal{T}_H$ and two spaces $V_h, V_H$. We require that $V_h$ be a refinement of $V_H$ and define natural grid transfer operators: the interpolation operator $\lambda : V_H \rightarrow V_h$ and a projection operator $\lambda': V_h \rightarrow V_H$ defined by $(\lambda' \phi_n, \psi) := (\phi_n, \lambda \psi_n), \forall \psi_n \in V_H, \phi_n \in V_h$.

Let $1 \leq n \leq N$ and define the fully discrete solution $(u^n_h, v^n_H) \in V_h \times V_H$ satisfying

$$
\begin{align*}
\left( \frac{u^n_h - u^{n-1}_h}{\tau_n}, \phi_n \right) + (a \nabla u^n_h, \nabla \phi_n) + (c(u^n_h - \lambda v^n_H), \phi_n) &= (f^n, \phi_n), \forall \phi_n \in V_h \\
\left( \frac{v^n_H - v^{n-1}_H}{\tau_n}, \psi_H \right) + (b \nabla v^n_H, \nabla \psi_H) + (c(v^n_H - \lambda' u^n_h), \psi_H) &= (g^n, \psi_H), \forall \psi_H \in V_H
\end{align*}
$$

A-priori estimates will be discussed elsewhere; see Table 1 for convergence results.

### 2.1 A-posteriori error estimates

Here we state the estimates for $h = H$; the general case and proofs will be given elsewhere. We are interested in the error $||(u - u_{hr}, v - v_{hr})||(t_n)$ where the energy norm is

$$
||(u, v)||^2(t) := \left( \|u(t)\|^2 + \|v(t)\|^2 + \int_0^t (\|a^{1/2} \nabla u\|^2 + \|b^{1/2} \nabla v\|^2 + \|c^{1/2} (u - v)\|^2) \, ds \right).
$$

The error can be formally divided into spatial, temporal, and data components [3, 2]; here we are mainly interested in the former and in the robustness in $\mathcal{P}$. The temporal error indicator is

$$
\eta_{n} := \sqrt{\frac{\tau_n}{3} \left( \|a^{1/2} \nabla (u^n_h - u^{n-1}_h)\| + \|b^{1/2} \nabla (v^n_H - v^{n-1}_H)\| + \|c^{1/2} ((u^n_h - v^n_H) - (u^{n-1}_h - v^{n-1}_H))\| \right),}
$$

and the spatial error indicator

$$
\eta_{n,T} := \left( \theta_{u,T}^2 ||R^n_{T,u}||^2_T + \theta_{v,T}^2 ||R^n_{T,v}||^2_T + \frac{1}{2} \sum_{e \in \mathcal{E}_T} (\gamma_{u,e}^2 ||R^n_{e,u}||^2_e + \gamma_{v,e}^2 ||R^n_{e,v}||^2_e) \right)
$$

where the various element and edge terms are $R^n_{T,u} := f^n - \frac{u^n_h - u^{n-1}_h}{\tau_n} + \nabla \cdot (a \nabla u^n_h) - c(u^n_h - v^n_H)$, $R^n_{T,v} := g^n - \frac{v^n_H - v^{n-1}_H}{\tau_n} + \nabla \cdot (b \nabla v^n_H) - c(v^n_H - u^n_h)$, $R^n_{e,u} := [a \partial_e u^n_{h,e}]$, $R^n_{e,v} := [b \partial_e v^n_{h,e}]$. The scaling factors are as proposed for scalar problems in [6] following [7]

$$
\begin{align*}
\theta_{u,S} &:= \min \{h sa^{-1/2}, \max \{c^{-1/2}, h_s b^{-1/2}\} \}, \quad S \in \mathcal{T}_h \cup \mathcal{E}_h, \\
\theta_{v,S} &:= \min \{h sb^{-1/2}, \max \{c^{-1/2}, h_s a^{-1/2} \} \}, \quad S \in \mathcal{T}_h \cup \mathcal{E}_h, \\
\gamma_{u,e} &:= 2h_e^{-1/2} \theta_{u,e}, \quad \gamma_{v,e} := 2h_e^{-1/2} \theta_{v,e}.
\end{align*}
$$

The following upper bound can be proven using techniques from [3, 2] with extension to multilevel discretizations similarly to [6]. At this time, we do not have a lower bound result of the type that we proved for the stationary case in [6].
Table 1: Error (top) and estimator (middle) and efficiency index (bottom) for $\mathcal{P} = \{1, 1, 1, b \downarrow 0, 1\}$. First order convergence is evident for the error and estimator. Efficiency index remains bounded as $b \downarrow 0$ i.e., the estimator is robust in $b$. Moreover, the case $b = 0$ appears as a limit of $\downarrow 0$. The estimator is also robust in other parameters in $\mathcal{P}$ (not shown).

<table>
<thead>
<tr>
<th>$N_{el}/ b$</th>
<th>$1$</th>
<th>$10^{-2}$</th>
<th>$10^{-4}$</th>
<th>$10^{-6}$</th>
<th>$0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0010838</td>
<td>0.0010805</td>
<td>0.0010805</td>
<td>0.0010805</td>
<td>0.0010805</td>
</tr>
<tr>
<td>200</td>
<td>0.00048358</td>
<td>0.00048163</td>
<td>0.00048161</td>
<td>0.00048161</td>
<td>0.00048161</td>
</tr>
<tr>
<td>400</td>
<td>0.00022791</td>
<td>0.00022698</td>
<td>0.00022697</td>
<td>0.00022697</td>
<td>0.00022697</td>
</tr>
<tr>
<td>800</td>
<td>0.00011005</td>
<td>0.00010973</td>
<td>0.00010972</td>
<td>0.00010972</td>
<td>0.00010972</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_{el}/ b$</th>
<th>$1$</th>
<th>$10^{-2}$</th>
<th>$10^{-4}$</th>
<th>$10^{-6}$</th>
<th>$0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>0.0069226</td>
<td>0.0069156</td>
<td>0.0069156</td>
<td>0.0068876</td>
<td>0.0068873</td>
</tr>
<tr>
<td>200</td>
<td>0.0034615</td>
<td>0.0034580</td>
<td>0.0034580</td>
<td>0.0034444</td>
<td>0.0034438</td>
</tr>
<tr>
<td>400</td>
<td>0.0017308</td>
<td>0.0017290</td>
<td>0.0017290</td>
<td>0.0017231</td>
<td>0.0017219</td>
</tr>
<tr>
<td>800</td>
<td>0.00086538</td>
<td>0.00086451</td>
<td>0.00086450</td>
<td>0.00086323</td>
<td>0.00086097</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$N_{el}/ b$</th>
<th>$1$</th>
<th>$10^{-2}$</th>
<th>$10^{-4}$</th>
<th>$10^{-6}$</th>
<th>$0$</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>6.3875</td>
<td>6.4003</td>
<td>6.4004</td>
<td>6.3746</td>
<td>6.3743</td>
</tr>
<tr>
<td>200</td>
<td>7.1580</td>
<td>7.1798</td>
<td>7.1800</td>
<td>7.1518</td>
<td>7.1507</td>
</tr>
<tr>
<td>400</td>
<td>7.5939</td>
<td>7.6174</td>
<td>7.6176</td>
<td>7.5915</td>
<td>7.5865</td>
</tr>
<tr>
<td>800</td>
<td>7.8634</td>
<td>7.8789</td>
<td>7.8789</td>
<td>7.8673</td>
<td>7.8467</td>
</tr>
</tbody>
</table>

**Theorem 1** Assume $u, v$ solve (1)-(2) and that the numerical solution is defined as in (3)-(4). Then the following upper bound for the a-posteriori error estimator holds for all $1 \leq n \leq N$

$$[[u-u_{hT}]](t_n) \leq C \left( \sum_{m=1}^{n} \left( \eta_{m,T}^2 + \sum_{T \in T_{m,h}} \eta_{m,T}^2 \right) \right)^{1/2} + \text{higher order terms}(u_0, v_0, f, g).$$

The estimator $\eta_{n,T}$ is robust in the coefficients that is, its efficiency index remains bounded when, in particular, $b \downarrow 0$. When $b = 0$, an analogous result to Theorem 1 holds with the modified energy norm and estimator. For norm, we use (5) in which we set $b = 0$. For the new estimator $\eta^0_{n,T}$, we drop the edge term $R_{e,v}$ in (6) and instead of scaling factor $\theta_{e,T}$ we use $\theta^0_{e,T} := \max\{c^{-1/2}, h_T a^{-1/2}\}$. We also define $\eta^0_{n,T} := \left( \frac{b_T}{a} \| R_{T,u}^n \|^2 + (\theta^0_{e,T})^2 \| R_{T,v}^n \|^2 + \frac{1}{2} \sum_{e \in \mathcal{E}^T} \frac{h_e}{a} \| R_{e,u} \|^2 \right)$. Table 1 shows convergence and robustness results for a case with known analytical solution on $\Omega = (0, 1)$. In the next Section we discuss applications where such an estimator can guide simultaneously the multilevel grid adaptivity and model selection.

3 APPLICATIONS

Models of preferential flow or diffusion of contaminants in heterogeneous reservoirs take the form of scalar elliptic or parabolic equations similar to (1) with $c = 0$, with
coefficients \( \lambda_1, a \) that depend on \( x \) and/or \( u \). The additional equation in (1)–(2) may account for transient multiscale effects and/or non-equilibrium effects in adsorption and phase transitions, see examples below. A separate class of models to which our theory applies are pseudo-parabolic equations and systems [9, 10].

3.1 Multiscale models, adsorption models and ECBM

In highly heterogeneous porous media such as fissured rocks where \( \lambda, a \) vary strongly with \( x \), various models help to account for associated nonlocal temporal effects, see double-porosity models [11, 12, 13]. Earlier models include the double–diffusion model [14] of the form identical to (1)–(2) where \( P = \{ \text{small, large, large, small, } c \} \) reflects the high diffusivity of the “fast medium” and the preferential storage characteristics of the “slow medium”. Its special case i.e. the Warren-Root model [15] uses \( b = 0 \) i.e. \( P = \{ \text{small, large, large, } 0, c \} \). Our numerical model and estimates apply directly to this family of models; an illustration was provided in Figure 1 and Table 1. The robustness of the estimates allows to compare models with different \( b \) while maintaining a desired level of numerical error.

Next we discuss the model of diffusion and adsorption in porous reservoir \( \Omega \) of porosity \( \phi \) given by

\[
\phi u_t + (1 - \phi)v_t - \nabla \cdot (a \nabla u) = 0, \quad \text{with } v = F_I(u) \text{ in equilibrium where } F_I \text{ denotes the equilibrium isotherm [16]. A non-equilibrium coupled model reads}
\]

\[
(1 - \phi)v_t + c(v - F_I(u)) = 0,
\]

where \( c \) is the relaxation time. Our estimates apply to this system when the isotherm is linear because then we have (1)–(2) with \( P = \{ \frac{\phi}{1 - \phi}, 1, \frac{a}{1 - \phi}, 0, c \} \). Extension to the semilinear case is under way.

Finally, we consider the Enhanced Coal-Bed Methane Recovery model [17] in which the kinetic model comes from either an adsorption- or a multiscale-type [15] approach. Ignore for simplicity the capillary pressure, gravity, and compressibility. Then the structure of the wet-gas model in coal seams and cleats i.e. two-phase immiscible flow [17] after phase summation gives an elliptic pressure equation with a kinetic exchange term coupled to the kinetic model i.e. similar to (1)–(2) with \( P = \{ 0, 1, a^*, 0, c \} \). Here the mobility \( a^* \) depends on other unknowns of the model but is bounded from below. Additionally there is a coupled gas transport model solved for gas saturation \( S \) in which a separate front may develop. Error estimates are needed to control the error in \( P \) and in saturations; our estimates only apply to the linearized version of the former.

Another example of a system with where (1)–(2) is a subsystem only, is provided by evolution of methane hydrates.

3.2 Evolution of methane hydrates

Methane hydrates are an ice-like substance abundant in sub-sea sediments. They are stable only at high pressures and low temperatures; their dynamics and formation at very
long time scales is of interest to scientists studying climate change; at short time scales it is relevant for various drilling projects.

Consider a simplified form derived from [18, 19]. We solve the nonlinear mass conservation equations for salt \( N_S := (1 - S_h)\rho_l X_{IS} \), and methane concentrations \( N_M := (1 - S_h)\rho_l X_{IM} + S_h\rho_h \)

\[
\frac{\partial}{\partial t} (\phi N_S) - \nabla \cdot (\phi (1 - S_h) D_S \nabla X_{IS}) = 0, \tag{11}
\]

\[
\frac{\partial}{\partial t} (\phi N_M) - \nabla \cdot (\phi (1 - S_h) D_M \nabla X_{IM}) = q_M. \tag{12}
\]

The model is only considered in the region where no free gas can exist i.e. methane is dissolved in water with mass fraction \( X_{IM} \leq X_{IM}^{\text{max}} \). It may also form the hydrate phase whose volume fraction is denoted by \( S_h \geq 0 \). Further, \( X_{IM}^{\text{max}}(P, T, X_{IS}) \) is the maximum solubility of methane. Here we assume that the pressure \( P \) and the temperature \( T \) follow the hydrostatic and hydrothermal equilibrium, respectively; see [20, 18] for a general case. Next, \( X_{IS} \) is the salinity, and \( \rho_l, \rho_s, \rho_h \) are appropriate density factors, and \( D_S, D_M \) are diffusivities of salt and methane in liquid phase.

The thermodynamic equilibrium is represented by

\[
(X_{IM}, S_h) \in F := [0, X_{IM}^{\text{max}}] \times \{0\} \cup \{X_{IM}^{\text{max}}\} \times (0, 1). \tag{13}
\]

Formally, one can think of (13) as an analogue to adsorption isotherm. However, since \( F \) has segments perpendicular to the coordinate axis, we cannot write \( X_{IM} \) as a function of \( S_h \) or vice-versa. On the other hand, we can consider a regularization of \( F \) via a well-defined monotone Lipschitz curve \( X_{IM} = H_\epsilon(S_h) \) approximating \( F \) as \( \epsilon \to 0 \). Furthermore, we can consider a kinetic model for mass transfer in which (13) is replaced by

\[
\frac{\partial}{\partial t} S_h - c(X_{IM} - H_\epsilon(S_h)) = 0. \tag{14}
\]

An illustration is given in Figure 2. We note that our estimates apply to the linearized version of (12)–(14) but not to the entire coupled system including (11); analysis is forthcoming.

4 CONCLUSIONS

We have presented error estimators for finite element solution of a coupled system of self-adjoint parabolic equations where some coefficients are allowed to degenerate. Our a-posteriori estimators for such systems are robust i.e. they do not deteriorate when coefficients change by orders of magnitude. We have also discussed several applications; our estimates apply to some of them directly or indirectly. More analysis and applications are under development. Some of this work can be extended to problems with moderate advection.
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Figure 2: Solutions to the hydrate evolution models in $\Omega = (0,100[m])$. Distance from the bottom of reservoir $x$ is shown on vertical axis. We use $N_e=40$, and a very small $\Delta t$ to accommodate stiffness of the system. Originally the system is undersaturated $X_{1M} = 0.9X_{1M}^{max}$ with salinity at seawater values $X_{1S} = 0.035$; it is subject to methane source at $x = 66[m]$ until $t = .2$ (nondimensional, left) which causes hydrate formation and small increase in salinity. This is followed by hydrate dissociation until $t = .5$ (right). Plotted values correspond to the equilibrium model (13) and kinetic (14); the latter are denoted by superscript$^k$. Note that the kinetic model satisfies the phase constraint only approximately while in the equilibrium model $S_h > 0$ only when $X_{1M} = X_{1M}^{max}$.
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